Inverting Solar Spectropolarimetric Observations
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Abstract

The upcoming Daniel K. Inouye Solar Telescope (DKIST) will produce unprece-
dented high-cadence, high-resolution, and multi-line spectropolarimetric observa-
tions of the Sun. New computational techniques are needed to fully exploit these
measurements to address long-standing questions regarding the physical processes
that govern solar magnetohydrodynamics (MHD). We investigate deep learning as
a method for approximate inference of the photosphere in 4D (3D spatial volume
over time). While standard approaches perform iterative inference procedures
on individual pixels, a deep neural network could more quickly and accurately
predict the state of the photosphere by taking advantage of spatial and temporal
structure. We demonstrate this approach by training on both MHD simulations and
observational data from the Hinode Solar Optical Telescope.

1 Introduction

The solar photosphere hosts a wide range of plasma and magnetic conditions. Many phenomena in
this layer, including magnetic field emergence, convection, and energy transfer/conversion, are of
fundamental importance in solar physics. These phenomena are generally well-described by the mag-
netohydrodynamic (MHD) equations that describe the evolution of the photospheric state variables:
the magnetic field B, velocity field v, density p, and pressure p (or, redundantly, temperature T)
throughout the 3D volume. Because these quantities determine how photons are emitted, absorbed,
and re-emitted, solar physicists infer them from the distinct spectral bands and polarization patterns
(Stokes profiles) observed by solar telescopes.

The Daniel K. Inouye Solar Telescope [1], scheduled to begin operations in 2020, will produce
unprecedented spectropolarimetric observations. The 4-m clear aperture is the largest in the world;
favorable seeing conditions atop the Haleakala volcano in Hawai‘i and advanced adaptive optics
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Figure 1: Stokes inversion for a single frame. The input is Stokes parameters for each pixel in a 2D map
(left); the output is a sequence of 3D MHD state variables (right). Traditional iterative inversion process is
illustrated by the solid box (top). The Deep Learning method is illustrated by the red dotted box (bottom), where
a convolutional neural network is trained and tested with realistic MHD simulations. The proposed 4D inversion
will train on a time sequence of Stokes profiles.
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will enable diffraction-limited observations (0.03” or 23 km at A = 500 nm), with the polarization
signal measured at an accuracy better than 0.1%. In particular, the Diffraction-Limited Near-InfraRed
Spectro-Polarimeter (DL-NIRSP) will provide multi-wavelength, high-cadence spectropolarimetric
observations simultaneously over a continuous field of view (FoV). Solar physicists hope to use this
data to infer the MHD state variables in 4D (three spatial dimensions plus time) and their derivatives
to help address many long-standing questions in solar physics such as: (1) What is the 3D structure
of sunspots, e.g., in light bridges and penumbral filaments? (2) How do magnetic and velocity fields
evolve during flux emergence and cancellation? (3) Can we estimate the vector electric current
density, electric field, and Poynting flux?

Inference of the MHD state variables from spectropolarization observations is typically performed
using iterative “inversion” algorithms (Figure 1). In general, these inversion algorithms start with an
initial guess of the solar state variables, and a physics model is used to calculate Stokes profiles that
we would expect to observe on Earth. These profiles are compared to observation data, and the error
is used to update the estimate of the solar state variables — iterating until convergence. This inversion
is essentially a non-convex optimization problem — with convergence difficulties, ambiguities due
to multiple local minima, and computationally expensive evaluations of the forward model. Thus,
the standard approaches make a number of simplifying assumptions: (1) they invert each pixel and
time step independently, without capturing the spatial/temporal dependencies; (2) they invert each
spectral line independently, without capturing the dependencies between different depths of the solar
atmosphere; (3) the depth dimension of the Sun’s atmosphere is often modeled at very low resolution.

Even with these simplifications, the fastest iterative inference algorithms are extremely computation-
ally demanding and will have trouble keeping up with the DKIST data stream. DL-NIRSP alone can
generate high dispersion polarized spectral profiles at a rate of 10* s~!. Highly-optimized simple
inversions, e.g. VFISV [2], will still require > 50 CPU hours per 3 hour observation while not
utilizing the additional diagnostic power afforded by the high spectral dispersion and accuracy of
DKIST observables. Inversions utilizing more appropriate atmospheric models, e.g. SIR [3], require
2 to 3 orders of magnitude longer computing times. Thus, new computational methods are needed
to meet the demands of modern solar astronomy.

Data-driven methods offer a promising approach for both faster and more accurate inference. The
high-dimensional data contains spatial and temporal structure that can be exploited by data-driven
models trained on MHD simulations or the states inferred from historical observations by slow
inversion algorithms. Previous works have employed compressed sensing [4] and lookup tables built
from snapshots of MHD simulations [5]. We believe a more promising approach is deep learning,
which has become an important approach for approximate inference in physics models where high-
dimensional data is generated by a known physical process [6, 7]. The Stokes inversion problem
is a natural application of deep learning given the large data volume, the spatio-temporal structure



of the data, and the speed bottleneck facing solar physicists. The feasibility of this application was
first demonstrated by the pioneering work of [8] using a neural network with convolution over two
spatial dimensions to predict images one at a time. However, to our knowledge, no existing inversion
methods have exploited the full spatial, spectral, and temporal structure of the data.

Numerical MHD simulations are now at an advanced state where many solar features are reproduced
faithfully from first principles [e.g., 9, 10, 11]. As a result, they are already being utilized extensively
to guide the interpretation of the observed spectropolarimetric signatures, or as a test bed for various
theories. The ability to simulate this physical process presents an opportunity to apply data-
intensive methods such as deep learning for fast approximate inference. In this extended abstract
we demonstrate that the deep learning approach is able to accurately infer major structures in both
sunspots and quiet sun, and confirm the hypothesis that accuracy can be increased by using more
spatial and spectral information.

2 Experiments

Below, we train deep learning approximate inference models using two separate labeled data sets.
The first consists of historical data from the Hinode Solar Optical Telescope for which inversions
have already been calculated using standard methods. The second is created from existing MHD
simulations, for which we have to simulated the forward physics model to obtain the Stokes profiles.

2.1 Training on Hinode Observations

Historical data from Hinode SOT SP [12] contains Level 1 spectropolarimetric observations (Stokes
parameters) paired with Level 2 photosphere states inferred by the MERLIN inversion code [13]. The
Level 2 pixel-wise inversions are not quite ground truth, but they are accurate enough to capture many
of the major features of solar dynamics, and are used by solar astronomers to interpret solar behavior.
Because computing these pixel-wise inversions is computationally intensive, a fast approximation
would be valuable in itself so that solar astronomers could visualize the structure of the Sun in real
time.

Our training set was selected from 9.2TB of available Hinode data. Level 1 data was standardized
by subtracting the mean and dividing by the standard deviation, then each image was split into
non-overlapping image patches of 64 x 64 = 0.3 arcsec pixels. For simplicity, we discarded all patches
outside the central 2/3 of the solar disc, for which the Sun’s curvature becomes significant. Of 24,323
patches, 80% were used for training, 10% for validation, and 10% for testing.

The deep neural network maps four Stokes parameters (I,Q, U, V) for 112 wavelengths at 64 x 64
pixels to the strength, inclination, and azimuth of the magnetic field vector (B,y,y) at each pixel
(also 64 x 64). We experimented with different variations of a fully convolutional U-Net model [14]
including both 2D and 3D convolution layers. The best results were obtained with a 22 layer model:
four convolution modules (each containing two 3D-convolution layers with ReLU activation and
3x3x3 kernel shape; then 5% dropout; then 3D max-pooling with stride of 2x2x2), followed by
four residual transpose convolution modules (one 3D conv-transpose with skip connections, two
3x3x3 Conv3D layers with ReLU activation function, then 5% dropout), and finally a 1x1x112 linear
3D-convolution layer. The mean absolute error (MAE) was minimized using ADAM with a learning
rate of le-5. Training was performed on a single NVIDIA V100 GPU for 131 epochs, at which point
no improvement was seen on the validation set.

Once trained, the CNN inversion is orders of magnitude faster (= 7.4 x 10* pixel/sec) than current
inversion methods such as VFISV (= 6 x 10? pixel/sec) [2], and accurately approximates the slower
algorithm. The inversion examples in Figures 2 and 3 show that the major features of sun spots can
be clearly seen in these fast CNN inversions.

2.2 Training on MHD Simulations

DKIST’s multi-line observations should enable us to cover a wider range of physical heights and
better constrain the vertical gradient of MHD variables. The latter will improve our understanding of
several important questions, for example, the horizontal electric current density [15] and the degree
of force-freeness of the photosphere [16]. Initial line candidates include the well studied Fe I 630.2



and Fe I 1565 nm, which will be simultaneously observed with DL-NIRSP, with possible extension
to the He 1/Si I lines near 1083 nm.

We confirm that observing multiple lines improves performance in the deep learning approach.
Starting from the sunspot simulation from [9], Stokes observations of both pairs of Fe 1630.2 and
Fe 11565 nm lines were synthesized using the software framework of [8]. A deep neural network
was trained on 50% of the simulation region, while 25% was used for model development and
hyperparameter-optimization with SHERPA[17], and the final 25% was set aside for testing. The
best neural network architecture, a six-layer convolutional network with 175 M parameters, was then
trained with two different sets of inputs: (1) only the Fe 1630.2 lines; (2) both the Fe 1630.2 and Fe
I 1565 nm lines. The result show a clear performance improvement using both sets of lines (Table 1).

3 Discussion and Conclusion

Deep learning models trained for approximate inference will simultaneously learn both how to invert
the forward model and a structured prior over the photosphere state variables. Thus, this data-driven
approach depends heavily on the training data. MHD simulations generated from first principles are
appealing because they provide ground truth photosphere states, but they are few in number due to
the computational expense of producing them. While we have demonstrated that training on only two
simulations can yield a model that generalizes well on a held-out test set, it should be possible to
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Figure 2: Image of Hinode SOT sunspot (= 1 arcmin?) from test set. From left to right: observed Stokes
parameters 1,Q,U, V.

Figure 3: Traditional inversion using MERLIN (top) and deep learning inversion (bottom) for the test sunspot
in Figure 2. From left to right: the inferred strength, inclination, and azimuth of the magnetic field vectors.



Quiet Sun Umbra / Penumbra

Property Single line  Multi-line | Single line  Multi-line
Height km 16.60 16.39 18.88 17.64
Temperature K 77.28 80.10 74.83 79.37
Pressure Pa 1244 909.8 1639 1489
Velocity Z mls 525.2 462.7 3123 271.4
Magnetic field Q  gauss 110.5 95.41 235.0 157.2
Magnetic field U gauss 79.05 67.68 168.8 121.3
Magnetic field Z  gauss 113.0 83.21 148.2 108.7

Table 1: Mean absolute error of two CNN inversion models trained using single (Fe I 630.2nm) and multiple
lines (Fe I 630.2nm and Fe I 1565nm). The multi-line model outperforms the single-line model for six of
the seven properties; the small performance loss in temperature is due to over-fitting on that task. Test set
performance is shown separately for quiet sun regions and umbra/penumbra regions at logz = —3.0.

make use of both simulations and Hinode inversions — perhaps by pre-training a model on the much
larger Hinode data and fine-tuning on simulations — and we are investigating this approach.

DKIST will be the center of ground-based solar observation for several decades. The DKIST Level-2
effort, being implemented by the National Solar Observatory (NSO) for the community, will initially
concentrate on providing routine inversion data products for a fraction of DKIST observations focused
on chromospheric and coronal science use cases only at particular snapshots in time, rather than
at the high time cadence afforded by photospheric use cases. This deep learning approach could
accelerate scientific progress by providing faster, cheaper, larger and more accurate data products to
the scientific community.
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