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Abstract

We show how a topology classification based on the list of reconstructed particles
in an LHC collision event could be used to improve the online decision of keeping
or rejecting an event (trigger). Collision data are represented as: (i) a sequence of
particles, used to train recurrent networks; (ii) an abstract image encoding visually
the relevant features of each particle and suitable for image-detection techniques.
Using any of these classifiers as the last step of the trigger decision process, one
could reduce by a factor ~ 10 the number of stored events while retaining between
95 and 99% of the interesting events, resulting in substantial savings in resources.

1 Introduction

The CERN Large Hadron Collider (LHC) collides protons every 25 ns. Each collision can result
in any of thousands of physics processes. A few of these processes, e.g., QCD multijet production,
constitute the vast majority of collisions at the LHC. Other events are rarer, such as W boson (W +jets)
and top-pair production (tf). Interesting events are selected in real time by a set of rule-based
algorithms, known as the trigger system, which exploit the presence of rare features in the event. The
selection rules are usually inclusive, i.e., more than one topology is triggered by the same requirement.
A notable example is the requirement of an energetic electron or muon in the event, isolated from
the rest of the particles (as a proxy for the decay of a W or Z boson). While effective in selecting
interesting events (e.g., W+ets and tt), these rule-based algorithms suffer from a not negligible
false-positive rate (e.g., QCD multijet). This contamination at the trigger level translates into a waste
of resources downstream (CPU for processing and disk for storage) on events that are later on rejected
in early stages of the offline data analysis and prevents using the corresponding trigger bandwidth to
select more interesting events.

In this paper, we investigate the possibility of filtering away false positives by looking at the event
topology in the trigger system. This task is achieved using the list of particles (charged particles,
photons, and neutral particles) reconstructed by a particle-flow [[1] algorithm to train two different
kinds of classifiers: (i) recurrent networks, taking as input a sequence of particles; (ii) a CNN
classifier, based on an abstract representation of the reconstructed particles as an image.

2 Related work

Several studies have investigated the possibility of identifying the event topology from a limited list
of high-level features, selecting according to the event topology of interest [2]. Recursive Neural
Networks have been considered to define jet and event classifiers starting from a list of reconstructed
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particle momenta [3]]. Recently, it was proposed to represent events as abstract images where
reconstructed physics objects (jets, in that case) are represented as geometric shapes whose size
reflects the energy of the particle [4]], as a possible solution to image sparsity and irregularities in the
detector geometry. We generalize this approach to work with the full list of particles.

3 Dataset

We consider proton-proton collision events similar to those produced at the LHC, with a center-of-
mass energy of 13 TeV and no additional proton-proton interaction per beam crossing. Synthetic data
corresponding to W +jets, ¢ and QCD are generated using the PYTHIAS [3] event generation package.
The generated sample is processed with the DELPHES [6] package, which applies a parametric model of
a detector response. The default DELPHES CMS card is used, running the particle-flow reconstruction
algorithm distributed with DELPHES. The list of the reconstructed particle four-momenta is obtained,
the reconstructed particles being classified as charged particles, photons, and neutral hadrons.

For each particle ¢, the following information is given: (i) The particle four-momentum in Cartesian
coordinates (E, px, py, pz); (ii) The particle three-momentum in cylindrical coordinates: the
transverse momentum py, the azimuthal angle ¢ and the pseudorapidity 7, defined as — log(tan g)
(where 0 is the polar angle); (iii) For the charged particles, the Cartesian coordinates (X, Y, Z)
of the particle origin. For all other particles, zero padding is used to fill these entries; (iv) The
electro-magnetic charge; (v) The particle isolation with respect to charged particles (ChIS0), photons
(GammaIS0), or neutral particles (NeuIS0). For each particle class, the isolation is quantified as

va
IS0 = Z”;iq“”, where the sum extends over all the particles of that class with distance AR =
T

(An)? + (A¢)? < 0.3 from the particle g. The particle identity (electron, muon, photon, charged
hadron or neutral hadron) is represented through a one-hot encoding.

Events are filtered requiring the presence of one isolated electron or muon with transverse momentum
pr > 25 GeV and particle-based isolation ChISO + GammaISO + NeuISO < 0.3. This lepton is
the first entry of the list of particles for each event. To avoid double counting of this lepton as a
charged particle, each charged particle ¢ is required to have AR(q, £)>0.0001. This baseline selection,
which follows the typical requirements of an inclusive single-lepton trigger algorithm, accepts ~ 130
multijet events and ~ 110 W +jets events for every ¢t event. It is then a very inefficient selection to
select ¢t events. This paper describes a more efficient strategy to select ¢ events, an example that
could be generalized to other topologies.

All particles are ranked in decreasing value of their pr. For each event, besides the isolated electron
or muon, we store: the first 450 charged particles, the first 150 photons, and the first 200 neutral
hadrons. This correspond to a total of 801 particles per event, each characterized by 19 features.

To feed these particles into a recurrent network, particles are ordered according to their increasing or
decreasing distance from the isolated lepton. Different physics-inspired metrics are considered to
quantify the distance (AR, A¢, An, kr [7l], or anti-k [8]]). The best results are obtained using the
AR decreasing distance ordering.

Events are also represented as abstract images in the (), ¢) plane. Each particle is represented as a
semi-transparent (30% blending) geometric shape, centered at its (7, ¢) coordinates and with size
proportional to log pr, using the scikit-image library [9]. The image size and colors are uniquely
associated to one of the particle classes: (i) green pentagons for the selected electron or muon;
(ii) blue triangles for photons; (iii) red squares for charged hadrons; (iv) yellow circles for neutral
hadrons. The missing transverse energy in the event is represented as a black circle. The image is
then translated into an RGB array of size 3x500x314. An example of this event representation is
shown in Fig.

4 Recursive classifiers

We use the long term memory capable RNNs to aggregate the input sequence of particle flow
candidate features into a fixed size encoding. The fixed encoding is fed into a fully connected layer
with 3 softmax activated nodes. The LSTM [10]] and GRU [11] models utilize the KERAS [[12] defaults
of a tanh activation, with hard-sigmoid inner activation. Since the list of particle flow candidates is



Figure 1: Example of a tf event, represented as an abstract image.

of variable sizes, the zero padded entries at the end of each list is masked at the beginning of the
network. Additionally we normalize the data at training time so that each feature has zero mean and
unit standard deviation.

The network training is performed in KERAS, using THEANO [[13] as a back-end. For each network
training we utilize early stopping with a patience of 8 epochs and a hard cap of 100 epochs. Training
a single model takes roughly 12-24 hours over the course of 30-80 epochs on a single GeForce GTX
1080 GPU. The best internal width of the recurrent layers was determined by K-fold cross validation
for each width trained on a different K-fold subsets of the training set each totaling 300,000 events.
We found that for LSTMs a fixed width of 50 gave the best overall, and so in the interest of achieving
the best validation performance we proceeded with this width. We tested the effects of the network
architecture (GRU or LSTM) on the classification performance. In general, the GRU architecture
out-performed the LSTM architecture, and we found that standardizing the particle features improved
the results further.

5 CNN classifier

To classify events represented as abstract images, we use a CNN-based Densely Connected Con-
volutional Network (DenseNet) [14] model. The architecture of a DenseNet model consists of n
densely connected dense blocks. Each block contains k sets of a batch normalization layer, a 3x3
convolutional layer, and an optional dropout layer with rate d. In between the dense blocks are
transition layers, each of which includes a batch normalization layer, a 1x1 convolutional layer,
an optional dropout layer with rate d, and a 2x2 average pooling layer. The input is fed into a
convolutional layer with f output channels before entering the first dense block. A global average
pooling is performed at the end of the last dense block, followed by a softmax classifier. In our
experiment, we choose number of dense blocks n = 2, k = 3, dropout rate d = 0.5, and f = 12. We
also replace the rectified linear units as the activation function of the batch normalization layers with
the exponential linear units (ELUs) [13]].

The training setup is similar to that of the recurrent networks of the previous section. The training is
performed using the Adam optimizer [16] with learning rate 10~3 for 50 epochs. The checkpoint
of the best epoch is used as the starting point of another 20-epoch long training, with learning rate
reduced by a factor ten. This last operation is then repeated to obtain the optimal model.



6 Results

A comparison of the ROC curves for the three classifiers are shown in Fig.[2} The recursive classifiers
select 99% of the tt events in the sample, reducing the QCD multijet and W+jets contamination
to 8.6% of the original values. The DenseNet classifier allows to retain 90% of the ¢f events for a
comparable false-positive rate.
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Figure 2: ROC curves for the classifiers described in the paper.

Considering that ~ 30% of the trigger bandwidth and disk resources are allocated to inclusive single-
lepton triggers, adding a classifier like the one presented here for each event topology could allow to
save a considerable amount of the total resources, which could then be used to reduce the applied
thresholds of rule-based algorithms or to implement new trigger algorithms for new topologies.

7 Conclusion

We show how deep neural networks can be used to train a topology classifier for LHC collision
events, associating the list of reconstructed particles to the process that originated them. Such an
application could be used to reduce the amount of unwanted events currently accepted in the trigger
system of the LHC experiments. On single-lepton events, it would be possible to suppress by an order
of magnitude the background from QCD multijet events while retaining > 90% of the interesting
events. The savings in resources (disk and bandwidth) could be used to extent the physics program of
the ATLAS and CMS experiments.
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