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Abstract

Mass maps created using weak gravitational lensing techniques play a crucial role in
understanding the evolution of structures in the universe and our ability to constrain
cosmological models. The mass maps are based on computationally expensive
N-body simulations, which can create a computational bottleneck for data analysis.
Simulation-based emulators of observables are starting to play an increasingly
important role in cosmology, as the analytical predictions are expected to reach
their precision limits for upcoming experiments [[12,[10]. Modern deep generative
models, such as Generative Adversarial Networks (GANs), have demonstrated
their potential to significantly reduce the computational cost of generating such
simulations and generate the observable mass maps directly [15122}|16]]. Until now,
most GAN approaches produce simulations for a fixed value of the cosmological
parameters, which limits their practical applicability. We instead propose a new
conditional model that is able to generate simulations for arbitrary cosmological
parameters spanned by the space of simulations. Our results show that unseen
cosmologies can be generated with high statistical accuracy and visual quality. This
contribution is a step towards emulating weak lensing observables at the map level,
as opposed to the summary statistic level.

1 Introduction

Recent advances in the field of deep learning have triggered a lot of interest for their applications
in cosmology. In particular, some recent works [15} [22| [16]] have demonstrated the potential of
Generative Adversarial Networks (GAN) [[7] to efficiently produce N-body simulations, which are at
the core of many experimental studies in cosmology.

N-body simulations are typically produced by simulating the evolution of the universe from soon after
the big bang, where the mass distribution was approximately a Gaussian random field, to today, where,
under the action of gravity, it has become highly non-Gaussian. The result of an N-body simulation
consists of a 3D volume where the positions of particles represent the density of matter in specific
regions. This 3-dimensional representation can then be projected in 2 dimensions by integrating the
mass along the line of sight with a lensing kernel. The resulting images are called sky convergence
maps. These maps can be compared with real observations with the purpose of estimating the
cosmological parameters and testing alternatives to the standard cosmological model. Indeed, a
single large N-body simulation can take from a few hours to several weeks on a supercomputer
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Figure 1: Sketch of the proposed model. z is the latent variable and y the parameter vector.

[2L 1201 27, 126]]. Simulation-based emulators of cosmological observables, such as the power spectrum,
are starting to play an increasingly important role in cosmology [12, [10]].

The aforementioned contributions [[15} 22} [16] attempt to address one of the main issues of N-body
simulations: their computational cost. A major practical drawback of the solution proposed in these
contributions is that they can only produce samples for a single set of cosmological parameters. We
address this problem by building a conditional model that generates the convergence map dependent
on the values of two cosmological parameters: €,,, which controls the matter density as a fraction of
total density, and og, which normalises the matter power spectrum. After training, the conditional
model can then interpolate to unseen values of og and (2,,, by varying the distribution of the input
latent variable.

In this work we use the data generated by [5]]. We build a sky convergence map dataset made of 57
different cosmologies divided into a training set and a test set. We evaluate our GAN using both
cosmological metrics, namely the power spectral density (PSD), mass histogram, and peak histogram,
and generative modeling metrics (Frechet Inception Distance (FID) [[11] and Multi-Scale Structural
Similarity (MS-SSIM) [29]]). Our experiments show that our model is able to produce samples with
very high statistical accuracy on the test set.

2 Conditional generative adversarial networks

A GAN consists of two neural networks, D and G, competing against each other in a zero-sum
game. The task of the discriminator D is to distinguish real (training) data from fake (generated)
data. Meanwhile, the generator GG produces samples with the goal of deceiving the discriminator
into believing that the generated data is real. Both networks are trained simultaneously and if
the optimization process is carried out successfully, the generator will learn to produce the data
distribution [[7]. Learning the optimal parameters of the discriminator and generator networks can
be formulated as optimizing a min-max objective. Optimizing a GAN is a challenging due to the
fact that it consists of two networks competing against each other. In practice, one often observes
unstable training behaviors which can be mitigated by relying on various types of regularization
methods [23, [8]. In this paper, we rely on Wasserstein GANSs [1]] with the regularization approach
suggested in [8]].

The model we use conditions both the generator and the discriminator on a given random variable y,
yielding the following objective function,

minmax E [D(@,y)]- E [DGEy))+r  E [(IVaD(@,y)lla —1)% (1)
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where P,. and P, are the data and latent variable distributions. A > 0 is the penalty coefficient of
the regularization term that ensures that the norm gradient of the discriminator is close to 1. This
ensures that the discriminator is 1-Lipschitz, which is a requirement for optimizing the Wasserstein
distance [1, 8l]. The prior distribution of the latent variable, e.g., a uniform or a Gaussian distribution,
defines implicitly the generator distribution P, by (z,y) = G(2,y),z2 ~ P,,y ~ P,,.
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Figure 2: GAN generated images and real images for four combinations of cosmological parameters.

Practically, there exist many techniques and architectures to condition the generator and the dis-
criminator [6] 211 [14]). While all the architectures in these contributions are conditioned on
discrete parameters, most of them can be trivially adapted to continuous parameters. Nevertheless,
here, we utilize a different design that works specifically for continuous parameters. For simplicity
we describe the case of a single parameter, but our technique was implemented for the case of two
parameters. Our idea is to adapt the distribution of the latent vector according to the conditioning
parameters using the function Z = f(z,y). Specifically, the function f simply rescales the norm of
the latent vector according to the parameter y. Given the range y € [a, b], f reads:

. I =1 _
2= f(zy) = (lo+ ;_ao (y—a)) 2|~z 2)

Using this function the length of z is thus mapped to the interval [lo,[;]. In our case, we used
lo = 0.1y/n and I = +/n, where n is the size of the latent vector. For the discriminator, the
parameters are concatenated directly after the convolutional layers as in [21]]. The relation between
the features extracted from the convolutional layers and the parameters might in general be non-local.
We therefore increase the complexity of the mapping functions of the discriminator and generator by
adding some linear layers (as in a multi-layer perceptron) at the end of each network. The proposed
model is sketched in Figure[T]and the complete architecture is described in more details in Table[T]

3 Sky convergence maps dataset

The data used in this work is the non-tomographic training and testing set as in [3]], without noise
and intrinsic alignments. The simulation grid consisted of 57 different cosmologies assuming a
flat ACDM universe. Each of these 57 configurations was run with different values of §2,,, and og,
resulting in the parameter grid shown in Figure 3] The projected matter distribution was pixelised
into images of size 128 px x 128 px, which correspond to 5 deg x 5 deg of the sky. Eventually, the
resulting dataset consists of 57 sets of 12’000 sky convergence maps for a total of 684’000 samples.
The dataset was split into a training and test set in the following way: 11 cosmologies were selected
for the test set and the remaining 46 cosmologies were assigned to the training set, as depicted in
Figure 3] (left). This split was used to ensure that the model could interpolate to unseen cosmologies.
At evaluation time, we use the cosmologies from the test set to validate the interpolation ability of
our network. Eventually, the training set was augmented by random rotations and flips.
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Figure 3: Left: The grid corresponding to the different parameters of the sky convergence maps.
The red cosmologies compose the test set and the blue cosmologies the training set. Right: Average
fractional difference between the PSD curves (averaged over 2000 samples) for different parameters.

4 Experiments

Training. We used RMSProp as an optimizer with an initial learning rate of 10~ and a batch size
of 64. The discriminator was updated 5 times more than the generator. The gradient penalty was
set to 10 and the negative slope of the LeakyRelu o« = 0.2. It took a week to train the model for
40 epochs on a GeForce GTX 1080 GPU. Similar to [13} 21} [14} [17]], we use batches composed
of samples from different parameter sets. Note that the batches were composed of samples from
different cosmologies from the training set.

Visual evaluation. Figure[2shows images generated by the conditional GAN and as well as original
ones. It is nearly impossible to distinguish them for the human eye. Furthermore, the image structure
evolves similarly with respect of the cosmological parameters change. As predicted by the theory,
increasing {2, results in convergence maps with additional mass and increasing og in images with
higher variance in pixel intensities. In Figure | the same latent variable z is used to generate different
cosmologies. The smooth transition from low to high mass density hints that the latent variable
control the overall mass distribution and the conditioning parameter its two cosmological properties
gs, Qm .

Cosmological statistics. As cosmologists mainly rely on statistics in their analyses, a good statisti-
cal agreement is of prior necessity. Here we focus on 3 cosmological statistics: the power spectral
density (PSD), the mass histogram and the peak histogram. Details about these statistics are given
in Appendix [A] These statistics are computed using 2000 real and fake samples for every pair of
parameters of the fest set. As illustrated in Figure[5]of the Appendix, the PSD curves overlap almost
perfectly for all the cosmologies lying inside the parameter grid used for training. The average
absolute fractional difference (defined in Appendix [A) for these cosmologies is 2.71% + 0.94%.
Regarding the peak and mass density histograms, the same considerations hold.

Variance in the produced images. To measure the variance in the produced images, we use the
Multi-Scale Structural Similarity (MS-SSIM) described in Appendix [A]l The absolute difference
between the MS-SSIM scores of real and fake samples is 0.0018 globally and 0.0012 =+ 0.0009 per
cosmology, meaning that generated images are as varied as the original ones. This is evidence that
the model did not suffer from mode collapse.

Frechet Inception Distance. The Fréchet Inception Distance (FID) [[L1] has become a standard
metric for GANs. As the Inception network was trained with the ImageNet dataset and not sky
convergence maps, we needed to re-train a CNN (we performed regression from image to comological
parameters on the training set similar to [25] 4, 9])) to build a Cosmological FID (see Appendix [A). In
our case the FID averaged over 2000 samples for each cosmology of the test set is 0.011 & 0.08. As
there exist no other contribution to compare with, we propose another indicative experiment. In Figure
[6] of the Appendix, we show the output of 2000 real and fake samples for each parameter sets. We
expect that a well working conditional GAN should generate samples with similar output distribution
to the one of the real samples. We observe a good agreement between the two distributions.



Error within the parameter space. To analyze the performance of the model in different regions
of the parameter space in more detail, we show the average fractional difference between the PSD
curves in Figure 3] (right). Our model produces more accurate results close to the center of the
grid, where the average fractional difference stays below 2.5%. The performance decreases as the
parameters move away from the central region but, overall, it almost always stay below 10%. We
also note that there is no important difference in performance between training and validation sets.
This shows the excellent interpolation capacity of our model.

5 Conclusion

We proposed a new conditional GAN model for continuous parameters where conditioning is done
within the latent space. We demonstrated the ability of this model to generate sky convergence
maps when conditioning on cosmological parameters €2, and og. Our model is able to produce
samples from the test set with good statistical accuracy, which demonstrates its generalization abilities.
Moreover, the model is able to capture the variability in the conditioned dataset. This offers good
prospects for GAN-based conditional models to be used as emulators of cosmology-dependent mass
maps. One significant advantage of such model in cosmology is its ability to produce maps at a speed
that is several orders of magnitude faster than a traditional, full N-body simulator. Moreover, the
generation time is comparable to standard emulators of summary statistics, such as the power spectra
[12,10]]. The model and the code will be released with the article version of this contribution.
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Appendix

A Evaluation metrics

One important challenge of GANs and generative models in general is the lack of standard metrics to
evaluate performances of a given model. For natural images visual quality has often been quantified
using human inspection. Problematically, this technique is very subjective and impractical for our
data, as samples may look as the human eye is not trained to perceive small statistical changes in a
semi-random pattern. Fortunately, the field of cosmology relies on specific tractable statistics that we
can borrow to evaluate the accuracy of the generated samples.

Power spectral density In the case of convergence maps, the most important diagnostic measure
is the power spectral density (PSD). It corresponds to the measure of a signal energy with respect to
frequency. In this work, we rely on LensTools [19] to compute this statistic.

Mass density histogram Another measure used to evaluate the goodness of the generated images
is the mass density histogram. This is simply the normalized histogram of the pixel intensities of the
images. We refer to it as the mass histogram, since for the sky convergence maps pixel intensities
correspond to the mass integrated in one line of sight.

Peak histogram Similarly, we use the peak histogram, i.e. the histogram of the intensities of
the maxima (peaks). The computation of this measure is performed in two steps. First the peaks
are extracted by searching for all pixels greater than their 5 x 5 patch neighborhood, i.e. their 24
neighbours. In the second step, the histogram of the extracted peaks is computed.

Relative and fractional difference As a single cosmological statistic such as the PSD or the mass
histogram is composed of value with very different scale, computing a summary number requires
to relatively evaluate the difference between the real and the fake statistic. Given n real and n fake
samples x!, a:lf fori = 1...n and a statistic s, the absolute fractional difference is then defined using

the means m., = 2 37, s(a?) and myp = 2 37, s(a]) as:

| Msr — Mgy

3)

df-aps

Mgy

T
Furthermore, using the standard deviation std,, = \/ % > (s(al) —mg,)? we also define the
absolute relative difference as:

“4)

Msr — Mgy
df-rel =
N

dsr

The absolute relative difference is particularly useful when the standard deviation of a variable is
greater than its mean. In this contribution we use the absolute fractional difference to analyze the
agreement between curves for the PSD and the relative difference for the peak and mass density
histograms.

MS-SSIM score One common problem when training GANSs is that the generator produces only a
small subset of the training data distribution. This is commonly referred as mode collapse. Detecting
this undesirable behavior is not trivial as statistics can agree during mode collapse. Taking inspiration
from [[17]], one solution is to leverage the Multi-Scale Structural Similarity (MS-SSIM) score from
[29] to quantify this effect. This metric was first proposed by aiming to predict human perceptual
similarity. Taking two images as input it returns a value between 0 and 1, where 1 means identical
and 0 completely different. In our case we are not interested in the similarity between two images,
but in the similarity of a set of images. To keep our computation tractable, we randomly select 100
pairs of images and average the obtained MS-SSIM score. Note that this metric does not only identify
mode collapses but also indicates how different the generated images are.



Fréchet Inception Distance Recently Inception Score (IS) [[24]] and Fréchet Inception Distance
(FID) [[11] have become standard measures for GANs. The idea consists to compare statistics of
the output of the inception network [28] for the ImageNet dataset [3]]. This has proven to be well
correlated with human score. In this work, we cannot directly use the inception network generally
used to compute IS and FID as our data is very different from the ImageNet dataset. Hence, similar
to [25} 14} 9], we first train a Convolution Neural Network (CNN) on a regression task using real data
from the training set (see Table[2). Then, we feed it with both generated and real samples. The FID is
then computed using the following formula:

FID = [tr = g1y | + Tr (3, + 3 — 2(5,5,) /%), 5)
where .., pg, 2, X, are the means and variances of the activations of the second to last fully

connected layer of the CNN for real and generated samples respectively. Tr is the trace operator.

B Parameters

Layer Operation  Activation Dimension

Generator

Z b x 128

hg linear Relu b x 256

hy linear Relu b x 512

ho linear Relu bx8x8x512

hs deconv Relu b x 16 x 16 x 256

hy deconv Relu bx32x32x128

hs deconv Relu b x 64 x 64 x 64

he deconv Relu b x 128 x 128 x 32

hr deconv Relu bx128 x 128 x 1
Discriminator

X b x 128 x 128

ho conv LeakyRelu b x 128 x 128 x 32

h1 conv LeakyRelu b x 64 x 64 x 64

ho conv LeakyRelu b x 32 x 32 x 128

hs conv LeakyRelu b x 16 x 16 x 256

hy conv LeakyRelu bx 8 x8x512

hs reshape  concatenate b x 32770

he linear LeakyRelu b x 512

h7 linear LeakyRelu b x 256

hs linear LeakyRelu b x 128

hg linear LeakyRelu bx1

Table 1: Conditional GAN architecture. Here b is the batch size and h5 in the discriminator is a layer
that reshapes the tensor to a vector and then concatenates the conditioning parameters to it.

Layer Operation Activation Dimension
X b x 128 x 128
ho conv LeakyRelu b x 128 x 128 x 32
hi conv LeakyRelu b x 64 x 64 x 64
ho conv LeakyRelu b x 32 x 32 x 128
hs conv LeakyRelu b x 16 x 16 x 256
hy conv LeakyRelu bx 8 x8x512
hs linear LeakyRelu b x 512
hs linear LeakyRelu b x 256
hs linear LeakyRelu b x 128
hs linear linear bx2

Table 2: Architecture of the regressor. Here b is the batch size.

C Extra figures
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Figure 5: Comparison of PSD, peak histogram and mass density histogram between generated (red)
and real samples (blue). Rows represent different cosmologies. The shading corresponds to the
standard deviation and the green curve to the absolute fractional or relative difference. Note that all
the parameter sets lie inside the training grid.
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Figure 6: Predicted parameters from the CNN described in Table 2] Blue and red points represent
real and generated samples respectively.
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