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Abstract: A central ingredient in the impressive 
predictive performance of deep neural networks
is optimization via stochastic gradient descent 
(SGD). Here we generalize the theory of
thermophoresis from statistical mechanics and 
show that there exists an effective entropic force
from SGD that pushes to reduce the gradient 
variance. We study this effect in detail in a simple
two-layer model, where the thermophoretic force
functions to decreases the weight norm and
activation rate of the units. The strength of this 
effect is proportional to squared learning rate and
inverse batch size, and is more effective during
the early phase of training when the model's 
predictions are poor. 

Thermophoresis in Physics

Thermophoresis, also known as the Soret effect, 
describes particle mass flow in response to both 
diffusion and a temperature gradient.
 
The resulting mass flow induced by diffusion 
and the temperature gradient is found to be

Thermophoresis in General

We first define a kind of generalized random walk that has evolution equations for a particle state
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where D is the Einstein diffusion coefficient and
DT is defined as thermal diffusion coefficient.

where

Thermophoresis in One Hidden Layer Networks

 Consider the simple setting of one hidden layer networks:

During training, the biases are pushed negative and the norm 
of V is suppressed during training, the effects of both of which
are proportional to learning rate squared and inverse batch size 
1/|B|. There exists an effective force that pushes to decrease 
the model's activation rate and reduces the weight norm of the 
second layer. 

where f is a vector function,    and    are random variables, and     is a small number controlling the 
step size. It can be shown that there exists a mass flow

The strength of this force scales as                  .


