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Abstract

Quantum computers hold great promise for discovering new materials behavior
by performing dynamic simulations of quantum materials that are intractable on
classical computers. However, high-fidelity results from these simulations are
currently hindered by high levels of device noise. Here, we present an autoencoder,
trained with quantum simulations of small systems, that is capable of filtering noise
from dynamic simulations of larger systems run on quantum computers. We thus
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show a lightweight and feasible route for higher-fidelity quantum simulations of
large systems beyond points of classical intractability.

1 Introduction

Quantum computers of the near-future are expected to be able to perform dynamic simulations
of quantum materials at system sizes and levels of accuracy not achievable on the most advanced
classical computers [1, 2, 3]. Using quantum bits, or qubits, for information processing, quantum
computers can take advantage of purely quantum effects like entanglement and superposition to
overcome the exponential scaling of time and memory resources that simulations of quantum materials
face on classical computers. In particular, dynamic simulations of quantum materials, which map
very naturally onto quantum computers, promise to unlock new discoveries in myriad areas of science
including condensed matter physics, materials science, and quantum chemistry. Unfortunately,
currently available quantum computers, widely known as Noisy Intermediate-Scale Quantum (NISQ)
computers, suffer from low fidelity due to qubit decoherence, logic gate error rates, and read-out
noise [4]. As a result, simulations on NISQ computers require either very short quantum circuits (i.e.
the schedule of quantum logic gates performed on the qubits), or error mitigation techniques to reduce
noisy output. While reduction of circuit depths, using various circuit synthesis and compilation
protocols [5, 6, 7, 8, 9], is an active field of research aiming to minimize error prior to running
simulations, less well-studied are approaches for filtering out noise post-simulation.

Already proven to be effective on image [10] and audio [11] de-noising tasks, machine learning (ML)
is thus a promising tool for filtering noise from simulation results from NISQ computers. While
ML methods based on neural networks have been used to facilitate quantum state tomography on
NISQ devices[12, 13, 14, 15], applying neural networks to noise-reduction of dynamic materials
simulations on NISQ computers remains a less explored area. A major difficulty for this task lies in
the collection of training data, specifically noise-free simulation results. Such data can be computed
on classical computers simulating a noiseless quantum computer, however, the complexity grows
exponentially with simulation system size[16], capping systems sizes at tens of particles, even on the
largest supercomputers[17]. As the materials systems we wish to simulate on quantum computers
are precisely those which cannot be simulated on classical computer, a ML model that can filter
noise from dynamic simulations of a large system trained by those of smaller systems is highly
desirable. Here, we present an autoencoder that can successfully filter NISQ-device noise from
dynamic simulations of systems with larger numbers of particles than the simulations with which
the model was trained. The ability to filter noise from dynamic simulations performed on NISQ
computers with particle counts too large for processing on classical computers paves the way towards
new discoveries in the complex behaviour of quantum materials.

2 Methods

2.1 Quantum simulations of transverse field Ising models

The time-dependent Transverse Field Ising Model (TFIM) is a paradigmatic model for understanding
quantum many-body magnetism in materials [18]. It is defined by quantum spins on a lattice with
exchange-interaction coupling between nearest-neighbors, in the presence of a transverse magnetic
field. Figure 1a depicts a schematic of spin degrees of freedom in a material interacting with an
external magnetic field. These spin degrees of freedom are mapped to the qubits of a quantum
computer, which can simulate their evolution through time, depicted in Figure 1b.
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Figure 1: (a) Schematic of the spin degrees of freedom in a material (represented by arrows)
interacting with an external magnetic field (represented by the sinusoidal curve). (b) A spin chain
governed by Equation 1 is mapped to the qubits of a quantum computer, which can then simulate
evolution of the spin chain through time.

The dynamics of the TFIM are governed by a Hamiltonian that can be written as:

H(t) = −Jz
N−1∑
i=1

σz
i σ

z
i+1 − hx(t)

N∑
i=1

σx
i (1)

Here, the strength of nearest-neighbor interactions are determined by Jz , and the amplitude of the
externally applied magnetic field is determined by the time-dependent factor hx(t). For the models
utilized in this paper, hx(t) = Jz cos(ωpht), where ωph represents the frequency of an excited phonon
in the material. σz

i and σx
i represent the Z-Pauli and X-Pauli matrices acting on qubit i, respectively.

2.2 Networks

We apply fully-connected autoencoders to the task of reconstructing noiseless results from quan-
tum simulation data from noisy quantum devices. Autoencoders minimizes the cost function:
L(x, g(f(x|Θ1)|Θ2)) where x is the input example, Θ is the learnable weights of the model, f(·)
is the encoder that learns the hidden vectors of the input, and g(·) is the decoder that learns to
map the vector back to the values of the training examples. A denoising autoencoder, shown in
Figure 2 with fully connected layers, minimizes a modified cost function: L(x, g(f(x̃|θ1)|θ2)) =
1
N

∑N
i=0 |xi − g(f(x̃i|θ1)|θ2)| where x̃ is a copy of x that has been corrupted by noise. Training

a denoising autoencoder forces the encoder and decoder to learn the structure of provided input
examples, subsequently learning the noise. The input feature length, shown as K in Figure 2, is fixed
to the number of timesteps in the quantum simulation, and the hidden vector length, shown as J in
Figure 2, is a hyperparameter of the model.
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Figure 2: General architecture of neural networks used to filter quantum simulation spin data.

2.3 Data generation and training

For each quantum simulation size, or number of spins being simulated, Qiskit’s quantum simulator
was used to generate the noiseless ground truth data required for supervised learning. The same
quantum simulator was then configured to simulate the noise expected in IBM’s 16-qubit "Melbourne"
quantum computer, and then used to generate 100 noisy simulations for each size of simulated spin
chain. In practice, we expect this noisy input data to be computed on real quantum hardware. Data
from the three largest systems was set aside for testing, and the model was trained on the remaining
data for 500 epochs with a 20% validation split via the ADAM optimizer with a learning rate of
0.001. Each constructed network is trained and tested on data for a single spin index within all of
the simulated spin chains (e.g. the fifth spin), subsequently "specializing" in a specific spin location.
Here, L was chosen to be 9, based on constraints in generating testing data for high qubit simulations.

2.4 Model Evaluation and Selection

Many different autoencoders were found to successfully perform the extrapolation task explored
in this study. Subsequently, minimal successful networks, defined as the networks with the least
trainable parameters that successfully perform the extrapolation task to within a set evaluation error
bound, were found via a separate evaluation metric defined as Mean Maximum Error (MME) over a
test dataset consisting of M noisy simulations of length K: L(y, ŷ) = 1

M

∑M
i=0 maxj∈K |yij − ŷij |

This error metric was chosen to identify the most useful models because it penalizes large deviations
from the truth at any point in the reconstruction, which in practice would entail a model suddenly
diverging from the underlying truth.

3 Results

To study the performance of autoencoders in the extrapolation task, the models were trained on the
dynamic evolution of the fifth spin (σ5

z ) in the spin chain from noisy simulations of 5- to 9-spin
systems. Setting L = 9, the model was tasked with filtering noise from the dynamic evolution of
σ5
z in quantum simulations of L+ 1, L+ 2, and L+ 3 systems, with results shown in Figure 3a-c,

respectively. Absolute model errors as a function of simulation time-step for the L+ 1, L+ 2, and
L+ 3 extrapolation tasks are presented in Figure 3d. As shown, extrapolating to simulations of up to
three more qubits does not lead to a significant decrease in autoencoder performance. This indicates
that extending this noise filtration technique to NISQ simulations with particles counts far larger
than what is tractable on classical computers may lead to new discoveries in materials dynamics by
allowing noise to be removed from simulations that were heretofore impossible to perform.
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Figure 3: Fifth qubit noise filtration performance of an autoencoder with a single hidden layer, J = 10,
and 20% dropout in the extrapolation task. (a) Model performance on data from a noisy L+ 1 qubit
simulation (b) Model performance on data from a noisy L + 2 qubit simulation performance (c)
Model performance on data from a noisy L + 3 qubit simulation (d) Absolute model error as a
function of simulation timestep

It is noted that the models presented in this paper require no pre-selection or manual filtering of noisy
data from lower-qubit simulations, and no such pre-processing was done for the results presented.
After performing a minimal successful network search as described in Section 2.4, it was found that a
network with two hidden layers consisting of a single node could achieve a MME of 0.1 with 1000
epochs of training, and cutting the target MME to 0.05 only resulted in adding a single node and 20%
dropout to each hidden layer.

4 Conclusion

We have demonstrated the ability of denoising autoencoders to successfully perform the extrapolation
task of filtering noise from quantum simulations involving higher spin counts than those trained upon.
Specifically, we found that autoencoders trained on 5- to 9-spin simulations were able to successfully
filter noise from 10-, 11-, and 12-spin simulations without significant degradation in performance
with increasing system size.

Broader Impact

The ability of denoising autoencoders to extrapolate to higher-qubit simulations provides an accessible
path towards noise reduction in high-qubit quantum simulations on NISQ-era devices beyond the
limits of classical intractability. With the recently announced quantum technology roadmap from IBM
to realizing 1000-qubit quantum computers by 2023, denoising techniques for high-qubit simulations
will be increasingly crucial to unlocking the full potential of these new devices. Filtering out noise
in quantum simulations of systems too large for classical computers may herald new discoveries of
complex behaviour in quantum materials, with broad applications in materials science, chemistry,
and condensed matter physics.
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