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Abstract

Deep learning tools are being used extensively in high energy physics and are
becoming central in the reconstruction of neutrino interactions in particle detectors.
In this work, we report on the performance of graph neural networks in assisting
with particle flow event reconstruction. As an example case study, we tested a graph
neural network, inspired by the GraphSAGE algorithm, on a novel 3D-granular
plastic-scintillator detector. The results are promising: the classification of particle
track voxels produced in the detector can be done with efficiencies and purities of
94-96% per event and most of the ambiguities can be identified and rejected.

1 Introduction

In recent years, the neutrino physics community has turned its attention to measuring neutrino-nucleus
interaction cross-sections for different ranges of energies and target materials [1]. In parallel, a new
generation of neutrino detectors are under development that aim to resolve and reliably identify short
particle tracks even in very complex interactions. To achieve this, two main detector technologies
stand out: one is based on Liquid Argon Time-Projection-Chambers (LArTPCs) [2] and the other is
based on finely segmented plastic scintillators with three readout views [3] that will form part of the
near detectors for T2K [4] and, possibly, DUNE [5].

For the latter, the detector response to a charged particle is read out into three orthogonal 2D
projections. When reconstructing the 3D neutrino event, different types of hits are rebuilt, introducing
non-physical entities that can hinder the reconstruction process. Due to the spatial disposition of such
hits, an approach of utilizing deep learning is proposed to perform the classification of 3D hits to
provide clean tracks for event reconstruction.

Deep learning techniques are now commonly applied within the field of neutrino physics. In particular,
convolutional neural network (CNN) [6] algorithms that operate on two-dimensional images of the
neutrino interactions have been very successful in a number of tasks [7, 8, 9, 10, 11, 12]. However,
images of neutrino interactions are typically very sparse as only those readout channels with a
detected signal give rise to pixels with non-zero values. Thus, other algorithms such as the graph
neural network (GNN) [13, 14] or the submanifold sparse convolutional network (SSCN) [15] must
be considered since much of the computation time is spent unnecessarily applying convolutions to a
large number of pixels with zero values.
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We here investigate a sparse data representation, where hits are represented as nodes in a graph. Due
to the spatial disposition of such hits, an approach of utilizing a GNN is proposed to perform the
classification of 3D hits to provide clean tracks for event reconstruction.

2 Case study

We consider the Super Fine-Grained Detector (SuperFGD) [4], which will be used to upgrade the
near detector of the T2K experiment, as a specific case-study. It will have 2 million plastic scintillator
cubes, each 1×1×1 cm3 in size, and provides three orthogonal 2D projections of particle tracks
produced by a neutrino interaction. To reconstruct neutrino interactions in three dimensions, the light
yield measurements in the three 2D views are matched together. The 3D objects, corresponding to
the cubes where the energy deposition is reconstructed, are referred to as voxels.

To accurately reconstruct neutrino interactions in these detectors, it is crucial to be able to classify
each voxel as one of the three types: (1) track, a real energy deposit from a charged particle; (2)
crosstalk, a real energy deposit from light-leakage between neighboring cubes [16, 17]; (3) ghost,
fake signals coming from the ambiguity when matching the three 2D views into 3D. Figure 1 shows
the three 2D views detector read-out and the three types of voxels for an example neutrino interaction.
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Figure 1: 3D view of the neutrino interaction after the 3D matching of the three 2D views. The 3D
voxels labelled as track (red), crosstalk (blue) and ghost (yellow) according to the truth information
from the simulation. Projections of the observed neutrino interaction onto the three 2D detector views
(XY, XZ, and YZ) are shown as shadows. The axes are in cm.

We generated two datasets for this study. A summary regarding the number of events and voxels in
the two datasets, as well as of the class distribution are presented in Table 1.

GENIE
dataset

Training Validation Testing

P-Bomb
dataset

Training Validation Testing
# Events 6k 2k 11.5k # Events 6k 2k 39.5k
# Voxels 1.83M 606.7k 3.58M # Voxels 1.84M 618k 12.3M

Track Crosstalk Ghost Track Crosstalk Ghost
Fraction 43% 37% 20% Fraction 49% 38% 13%

Table 1: Descriptions of both GENIE and P-Bomb datasets, displaying the number of events and
number of voxels used for training, validating and testing the models.

2.1 Network architecture

As mentioned above, each detector voxel is represented as a node in a graph, and each node consists
of a list of input variables called features that describe the physical properties of the detected signal.
The deep learning algorithm that operates on graphs is the graph neural network (GNN) [13, 14].
GNNs are used in many different fields [18, 19, 20, 21, 22, 23, 24]. In this work, a GNN inspired
by the GraphSAGE algorithm [24] is used to classify individual voxels in SuperFGD events. The
application of GNNs to data from neutrino experiments has been recently demonstrated by the
IceCube experiment in order to identify entire events as atmospheric neutrino interactions [25]. To
the best of our knowledge, the approach we present in this work is one of the first attempts of using
GNNs for node classification in neutrino experiments.
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GraphSAGE [24] is a technique that leverages the features of graph nodes V - which can range from
physical information to text attributes - to generate efficient representations on previously unseen
samples by learning aggregator functions from training nodes. These aggregators can be simple
functions (e.g., mean or maximum) or more complex ones, such as LSTM cells [26], and must be
functions that take an arbitrary number of inputs without any given order. In our case, each graph is
constructed using the proximity of two voxels in that graph. If both voxels are spatially located within
a radius of 1.75 cm2, then we consider them to be connected in the graph by an edge; we repeat the
same procedure for each pair of voxels3. Additionally, we consider a neighborhood depth of three.
The aggregator used to combine the feature of the neighbors is the mean aggregator, which produces
the average of the neighbors’ values. The final embedding is passed to an MLP consisting of two fully
connected layers - followed by a LeakyReLU activation function - and a final output layer followed
by a softmax activation function. Figure 2 illustrates the GraphSAGE-based approach used.
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Figure 2: Visual illustration of the GraphSAGE sample and aggregate approach with a depth of three
[24].

2.2 Training

The network was trained for 50 epochs using Python 3.6.9 and PyTorch 1.3.0 [27] as the deep learning
framework, on an NVIDIA RTX 2080 Ti GPU. Adam [28] is used as the optimizer, with a mini-batch
size of 32, and an initial learning rate of 0.001 (divided by 10 when the error plateaus, as suggested
in [29]). The model has a total of 105,347 parameters. The model used later for inference on new
data is the one that maximizes the F1-score for the validation set (achieving a score of 0.90 and 0.93
for the GENIE and P-Bomb validation sets, respectively) as it has the best generalization for unseen
data.

2.3 Results

The GNN voxel-type predictions are compared against the true labels to evaluate the network
performance and identify possible areas of improvement. The efficiencies and purities of these
predictions are calculated by two methods: per voxel and per event. The latter method evaluates the
correctness of predictions on an event-by-event basis, while the former does an overall calculation of
the efficiencies and purities for all voxels in all events of the sample. The results of both methods for
four sets of training/testing samples are shown in Table 2, giving nearly identical performance that is
independent of the dataset used to train and test the GNN.

To compare the results of a conventional charge cut with those of our GNN, we combine the
predictions of the crosstalk and ghost categories. Table 3 shows the efficiency and purity of the
classifications for the two methods. It is evident that using only a charge cut can still yield a
comparable track voxel classification efficiency to the GNN. However, it struggles to correctly
classify non-track voxels which, in turn, reduces the purity of the predicted track voxels.

2To link only those voxels within the 3×3×3 cube of voxels centred on the target voxel (the maximum
diagonal distance from the center of this cube is

√
12 + 12 + 12 ≈ 1.75).

3If a voxel has no neighbors, it is discarded from the graph and cannot be classified; this happens for less
than 0.6% of the total number of voxels.
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GENIE Training P-Bomb Training

GENIE
Testing

Per
Voxel

Track Crosstalk Ghost Track Crosstalk Ghost
Efficiency 93% 90% 84% Efficiency 93% 89% 80%
Purity 93% 87% 91% Purity 91% 86% 89%

Per
Event

Track Crosstalk Ghost Track Crosstalk Ghost
Efficiency 94% 94% 88% Efficiency 94% 93% 88%
Purity 96% 91% 92% Purity 95% 91% 91%

P-Bomb
Testing

Per
Voxel

Track Crosstalk Ghost Track Crosstalk Ghost
Efficiency 94% 93% 87% Efficiency 95% 93% 88%
Purity 95% 90% 92% Purity 95% 91% 92%

Per
Event

Track Crosstalk Ghost Track Crosstalk Ghost
Efficiency 94% 94% 87% Efficiency 95% 93% 88%
Purity 96% 90% 92% Purity 96% 91% 92%

Table 2: Mean efficiencies and purities of voxel classification, calculated for the whole sample (per
voxel) and as a mean of the event-by-event efficiencies and purities (per event).

GNN Charge Cut
Track Other Track Other

Efficiency 94% 96% Efficiency 93% 80%
Purity 96% 95% Purity 80% 91%

Table 3: Mean efficiencies and purities of voxel classification for the GNN and a simple charge cut.

Figure 3 shows a neutrino event that has a high multiplicity and tracks are quite close each other.
The GNN allows us to classify ghosts more precisely and visualize the correct number of tracks
(Figure 3a). Once these voxels are classified, the ghost voxels can be removed before the full event
reconstruction proceeds, while simultaneously cleaning the particle tracks of crosstalk (Figure 3b).
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(a) The 3D voxels labelled as track (red), crosstalk
(blue) and ghost (yellow) according to the GNN classi-
fication are shown.
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(b) The 3D voxels labelled only as track according to
the GNN classification are shown (clean event).

Figure 3: 3D visualization of a neutrino interaction in a finely segmented 3D scintillator detector
after the 3D matching of the three 2D views.

3 Conclusion

A graph neural network inspired by GraphSAGE was developed and tested on simulated neutrino
interactions in a 3D voxelized fine-granularity plastic-scintillator detector with three 2D readout
views. The neural network was able to identify ambiguities and scintillation light leakage between
neighboring active scintillator detector volumes as well as real signatures left by particles with
efficiencies and purities in the range of 94-96% per event, with a clear improvement with respect to
less sophisticated methods. In particular, it can reject fake tracks produced by the shadowing of real
tracks observed in the 2D readout views. Efficiencies and purities were found to be relatively stable
and the trends were consistent with the expectation.
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Broader Impact

In this work, we showed that a graph neural network has great potential in assisting a 3D particle-
flow reconstruction of neutrino interactions. One advantage of this technique is that the graph
data structures provide a natural representation of the neutrino interactions. Similar results may be
expected for other types of detectors that aim to a 3D reconstruction of the neutrino event from 2D
projections and that share analogous features like ambiguities and leakage of signal between detector
voxels. This method is promising also for any scintillator detector that shares features similar to the
ones described in this work, even outside the field of high energy physics. Disadvantages from this
research and consequences of failure of the system are not applicable here.
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