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Learning Deep Generative Models via Maximizing Likelihood 
Requires Computing the Gradient of the Log-Likelihood

Given a generative model defined by a joint distribution of observed data variables x
and continuous latent variable z:

With training data x, we are interested in learning θ by maximizing its marginal
likelihood:

Computing log pθ(x) is expensive because it involves a high dimensional integral.
However, we note that maximizing log pθ(x) does not necessarily require computing
the value of log pθ(x). What is necessarily required is the gradient of log pθ(x) with
respect to θ:

which can be written as an expectation.

Several Previous Methods Used for Training Generative Models Can 
Be Viewed as Devising Ways of Approximating the Expectation in (1) 

(1)

• Variational Auto-Encoder (VAE)
In maximizing the ELBO:

θ follows the gradient:

which is an approximation to the expectation in (1).

• Importance Weighted Auto-Encoder (IWAE)

• Markov Chain Monte Carlo (MCMC) Methods
Directly estimate the expectation in (1) by drawing samples from the posterior 
distribution pθ(z|x) with MCMC. It takes a large number of steps for a Markov 
chain to converge, so it is much slower than variational methods.

IWAE uses (2) as an 
approximation of (1) 

via importance 
sampling.

(2)

Estimate the Gradient 𝜵𝜽log pθ(x), which is an Expectation in (1), 
Using Annealed Importance Sampling/Jarzynski Equality
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Results of IWAE-DReG and our approach on the 
Omniglot and the MNIST dataset

Results of IWAE-DReG, MH-HMC and our approach on 
the Omniglot dataset with same computational cost.


