We introduce meta-learning algorithms to identify the

shared representation of Hamiltonian systems.

Introduction

- A Hamiltonian system is usually governing by a mathe-
matical expression with several physical parameters. The

Hamiltonian of an idea pendulum consists of

o shared expression: H = Qg m +mgl(l — cosq),
e physical parameters: mass m, pendulum length [ and

gravity constant g,

e state: angle ¢ and angular momentum g.

From observing several pendulums, the shared expres-
sion of the Hamiltonian could be established. Then, re-
searchers can readily recognize a new pendulum-like sys-
tem by adapting new physical parameters on the expres-
sion. However, identifying an appropriate Hamiltonian is
very important yet extremely hard in most science and
engineering problems.

- In meta-learning point of view, our goal is identitying
the meta-transterable knowledge of Hamiltonian,

o meta-transferable knowledge: Hy(q, p)
o task-specific parameter: 6; ~ p(T)

e state: angle ¢ and angular momentum gq.

- Adapting a hypothesized governing expression of Hamil-
tonian to many related phenomena by adapting new phys-
ical parameters to the governing equation is similar to the
task-adaptation process in meta-learning. Then, the hy-
pothesized governing expression is corrected by validating
newly observed systems that are assumed to be governed
by the same physical laws. After many verifications on
many related systems, the governing equation of Hamil-
tonian is established which is a similar process to the

meta-learned model with lots of iterations across various
tasks.
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Figure: A hypothesized governing equation of Hamiltonian, usually corrected and established by evaluating many related systems, could be learned
using meta-learning as a data-driven method (left). The well-established Hamiltonian can be utilized to predict new system dynamics, which could
be viewed as a meta-transfer process by a well-trained meta-learner (right).

Hamiltonian Neural Networks

In Hamiltonian mechanics,

® pOSitiOﬂ: q — (gl; q2, .-, Qn)a
® momentum: P = (pl;pZn '°'7p’n)7

e canonical coordinates: & = (q, p),

e Hamiltonian equation:

da OH O0H

= (55 @), O
where H(x) : R™" — R is the Hamiltonian that is
conservative during the process and ) = _O[ [On is a

2n X 2n skew-symmetric matrix.

The Hamiltonian function can be approximated by neu-
ral networks, Hy, called Hamiltonian Neural Networks
(HNN) [1]:

da :

Lyny = 7 OV Hy(x)|| . (2)
)

Experiments and results

e Physical parameters:
(m, 1, qo) € ([0.5,5],]0.5,5], [—m, ),
e sampled states: (q,p) € (|—2m, 27|, [—20, 20]),

e meta-train sets: 10,000 tasks consisting of train set
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Gradient-Based Meta-Learning

Given task distribution 7; ~ p(T") which is composed
with task-specific train set and test set, D; = { D", D!}

[/

Model-agnostic meta-learning (MAML) |2| consists of the
task-specific adaptation on train sets (inner-loop),

0 =6—aVyLy (D]";0), (3)
and the meta-optimization on test sets (outer-loop),
0+ 60— Ve > Lp(D0). (4)
Ti~p(T)

From the feature reuse hypothesis |3|, they hypothesized
that the body of the model behaves as a shared represen-
tation across the different tasks, whereas the head of the
model behaves as a task-specific parameter. In the modi-

fied algorithm called Almost No Inner Loop (ANIL), the
inner-loop is replaced by

(9(1)9 "t Q(Z—l)a ‘9(0 o CVVQ(Z)LTZ' (Dfra 6)))7 (5>

where the 0 consists of [ layers.

and test set given by 50 randomly sampled point state

and their time-derivative pairs (, Cé—f),
e meta-test sets: train set of new systems with
K ={25,50} points are given and fine-spaced test
sets of new systems consist of 50 equally spaced grids

for each coordinate.
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Figure: Predicted state and energy trajectories from the initial states, and their corresponding MSEs starting from an initial state during 20s.
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(c) Gradient step 10

Figure: Predicted vector fields (gray streamlines) by adapting the
learners to observations of new pendulum systems as given point
dynamics (red arrows) after the corresponding gradient steps.

Conclusion

From observing the similarity between seemingly unre-
lated problems, identitying the Hamiltonian and meta-
learning, we formulate the problem of identitying the

Hamiltonian as a meta-learning problem. The results
state that the proposed methods have the ability to ex-
tract the meta-learned Hamiltonian representation, which
can be considered as physical nature across the observed
systems during meta-training.
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