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Abstract

Magnetic skyrmions are an exciting new area of magnetism research. They are
nanosized quasi-particles with a vortex-like magnetization. They are expected
to be introduced in new-generation magneto-electronics due to their small size
and low energy consumption. The magnetic samples hosting skyrmions can have
many different equilibrium magnetization states and it is thus of great importance
to identify as many diverse equilibrium states as possible. Existing methods
include exhaustive search by relaxing random initial states, but this is a very time
consuming and inefficient process. In this work, we investigate the use of generative
adversarial networks for finding new physically-realistic equilibrium states. The
advantage is that once the network is configured and trained, it can generate many
diverse relaxed magnetization fields with skyrmions very fast. Furthermore, several
variations of this generative model are proposed that incorporate some of the
micromagnetic physical laws into their architectures via physics loss functions.

1 Introduction

Skyrmions are topologically protected non-trivial field configurations (1) that have been predicted (2)
and later observed in chiral magnetic materials (3). The topological stability of these nanometer-
scale configurations and their coherent dynamics (4) have made them attractive candidates for both
data-storage and information-processing devices such as race-track-like memories (5) and reservoir
computing (6).

The key for the emergence of skyrmionic states is the presence of the Dzyaloshinskii-Moriya
interaction (7; 8). Skyrmionic states are explored numerically by solving partial differential equations
within the framework of micromagnetics or via Monte Carlo methods, where an initial magnetisation
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configuration is relaxed to minimise the total magnetic energy. The computational exploration of
parameter space with random initial configurations is far from exhaustive and it is computationally
expensive. For the purposes of this paper, we chose bulk FeGe as the skyrmion-hosting material
because of its near-room ordering temperature (9). We then seek to generate viable equilibrium
configurations consistent with the micromagnetic model of FeGe using a Generative Adversarial
Network (GAN) (10). Our system, implemented in TensorFlow (11) using Keras (12) and called
PhysGAN, can generate many new field configurations resembling real physical states and are at a
local energy minimum. Skyrmions have been studied using fully connected neural networks (13), but
here we generate configurations to tailor diverse samples similar to given configurations.

2 PhysGAN Design

PhysGAN is a novel neural network, based on the popular Generative Adversarial Network (GAN)
design by Goodfellow et al. (10) and its deep convolutional version (DCGAN) (14). The GAN’s
architecture includes two neural networks - the discriminator D and the generator G. The generator
takes as an input a vector drawn from a multivariate normal distribution and generates fake 2D images
– the textured field configurations with 3 magnetisation components represented as 3 channels. The
discriminator is a standard convolutional network trained on both real training data and on generated
data. Its job is to map 2D input to a probability between 0 and 1 of being either fake of real. Those
two networks are interlocked in a minimax game where the generator learns to create more realistic
images in order to make the discriminator unable to distinguish between real and fake ones. They
play this game until convergence and the outcome is that the generator generates more realistic
data. Building on DCGAN, in PhysGAN (high-level architecture shown in Fig. 1) we introduce
domain-specific “physics-aware” losses, a new training strategy, and new generator and discriminator
architectures. The main modifications of the generator are the inclusion of batch norm layers (15)
between its 2D convolutional layers (16) and leaky ReLU activations (17). The discriminator’s initial
convolutional layers have larger, 5x5 kernels to capture spatial spin correlations, followed by 3x3
kernels. We also randomly dropout 30% of the neurons for regularization (18). The discriminator
learns to assign an unbounded negative number to fake images and a positive number to real images.

Figure 1: Diagram summarizing the PhysGAN architecture

2.1 Computational micromagnetics

The magnetization field M(r) = Msm̂(r) ∈ R2 (a hat denotes a unit length vector) is computed
using a finite-difference method where r is restricted to a 2D Lx × Ly lattice grid. This way, the
PhysGAN sees a magnetization as a tensor of shape [Lx, Ly, 3] with (Lx, Ly) either (48, 32) or
(144, 96). Every discretized cell in the grid has width/height of 3 nm. We compute the total magnetic
energy as the sum of individual energy terms
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E[m̂] =

∫
[wex(m̂) + wdmi(m̂) + wz(m̂)] d2r, (1)

where wex(m̂) = −Am̂ · (∇2m̂), wdmi(m̂) = Dm̂ · (∇× m̂), and wz(m̂) = µ0Msm̂ ·H are the
exchange, DMI, and Zeeman energy densities, respectively. For material parameters Ms, A, and
D we choose the values to model FeGe (19; 20; 21) and H is the external magnetic field. Since
magnetocrystalline anisotropy and demagnetisation energies are not crucial for the emergence of
skyrmionic states (19; 22), we omit them for simplicity. The first variational derivative of the energy
functional E[m̂] with respect to m̂ is called the effective field Heff(r). The magnetisation field
dynamics is governed by the Landau-Lifshitz-Gilbert (LLG) equation (23):

dm̂

dt
= − γ∗0

1 + α2
m̂×Heff −

γ∗0α

1 + α2
m̂× (m̂×Heff) =: `(m̂,Heff(m̂)), (2)

where the constant γ∗0 = 2.211 × 105 sm−1A−1 is the modified gyromagnetic ratio and α is the
Gilbert damping constant dependent on the material, for FeGe it is α = 0.1. From the LLG equation,
a dynamically steady state (equilibrium state) is reached when m̂×Heff = 0. It is this condition that
we exploit in the learning dynamics of the PhysGAN and we describe it in the next section. To enable
tight integration between the updates in the neural network layers and the LLG dynamics, all the
ingredients of equations (1) and (2) were implemented with Tensorflow primitive functions, instead
of using third-party packages. We need the total energy density and the effective field functions to be
embedded in custom generator loss functions so that Tensorflow can correctly compute the gradient
with respect to the generator weights needed for the backpropagation. The correctness of those
custom implementations was checked by comparing their output with the output of micromagnetic
simulation software packages such as OOMMF (24) and mumax3 (25) using Ubermag (26).

2.2 PhysGAN Losses

In GANs, a game is played between generator that produces a sample G(z) from a 50-dimensional
noise input vector drawn from a normal random distribution z ∼ pz and discriminator D(·) that
rejects/certifies the samples by comparing D(G(z)) with D(x) from training samples x ∼ pd. A
minimax equilibrium of a suitable loss function gives optimal weights for the networks in D and
G. Compared to the cross-entropy loss (10) and Wasserstein distance (27) we found that the hinge
loss (28):

LD = Ex∼pd
[max(0, 1−D(x))] +Ez∼pz [max(0, 1+D(G(z)))], LG = −Ez∼pz [D(G(z))] (3)

gave the best results.

In training with simulated field configurations that were equilibrium states of the skyrmion lattice,
the goal of the generator G(z) was to create “fake” field configurations that satisfied the checks
from the discriminator, D. However, these configurations, although visually indistinguishable from
the “real” data, were found not to be consistent with the steady state of the LLG equation (2) and
we added to the learning configuration a “physics-aware” loss term in order to generate physically
meaningful spin fields. To this end, we require the mean energy density to be as low as possible,
and that L× := m̂(r) × Heff is close to 0. This guarantees that the magnetization is at or is
close to an equilibrium state and it cannot change any more as time progresses. Using the Adam
optimization algorithm (29), we have experimented with losses involving 4 different versions, that we
collectively refer to as Lphys: (1) E loss - the average energy density of a mini-batch of generated
samples reduced to a single number; (2) cross product L× loss which has 3 variants - the average
of (L×)

2 or the norm |L×| or |L×|2 of a mini-batch of generated samples reduced to a single
number; (3) αE + β|L×|p for p = 1, 2, which was difficult to choose α and β for, as L× ignores
the magnitude Ms of M = Msm̂, making it not directly comparable to E; (4) LLG loss, derived
from Eq. (2), whose vanishing ensures a stationary field configuration. It has 3 variants - the average
of `(m̂,Heff(m̂))2 or the norm |`(m̂,Heff(m̂))| or |`(m̂,Heff(m̂))|2 of a mini-batch of generated
samples reduced to a single number. Before calculating its gradient for the backpropagation, if the
chosen Lphys is (2) or (4), it is multiplied by 3× 10−9 which is the time step in seconds set in the
evolver of the simulation software used to generate the training magnetization samples.
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3 Training Data, Strategies and Results

The training samples of grid size 48 × 32 were generated using Ubermag (26) with OOMMF as
a computational backend (24) with external field B = µ0H = 0.1T ẑ and also samples of size
144× 86 with B = µ0H = 0.01T ẑ we generated using mumax3 (25) for our experiments. Those
samples form in bulk FeGe. The skyrmion-hosting material can be changed so that the PhysGAN
generates samples that would form on the new material. This is achieved by training on samples
formed on the new material. The LLG loss’ Gilbert damping α needs to be tuned accordingly. As
training with 144× 86 magnetizaiton samples is quite computationally intensive, all of the PhysGAN
data presented here is about 48× 32 samples, except for Fig. 5.

Figure 2: Example skyrmions samples of size 48× 32 from the training data.

Training is achieved by maintaining two separate gradients to guide the updates to the generator G at
every training step – one coming from the hinge loss with the discriminator D, and the other one is
for the physics-aware Lphys. There are three strategies for training with physics losses: (1) Train G
on only a chosen Lphys. (2) For each training step, update D and G using the hinge loss and update G
again but with Lphys. This takes longer to train, but generated samples are more diverse, albeit with
mixed results; (3) Either train the network only with hinge loss for several epochs and then train G
only on Lphys , or execute several rounds of the PhysGAN cycle from (2) followed by training G only
on Lphys. This results in smoothed generated samples, removing any artifacts, rendering the fake
skyrmions more ’physical’. However, partial mode collapse (14) (30) appears if it is over-trained.

To evaluate the results, for every strategy, samples were generated from a newly-instantiated network
with weights initialized with a uniform random distribution and trained for 103 epochs or more. Then,
they were visually compared to the training data (31). Furthermore, two quantitative measures were
calculated for a random batch of generated samples: the average energy density (AED) computed the
same way as the E loss and the average cross product (ACP) defined as the average of L× for a batch
of samples reduced to single number. It was checked how close they were to the reference values
computed from the training dataset with samples of size 48× 32, which are AED: −8.19× 104 and
ACP: [1.76, 6.78, 1.83]× 10−4.

As mentioned, hinge loss performance was far superior to cross entropy which suffered from mode
collapse (32; 30). A basic only-hinge loss PhysGAN proved to be stable as testing it by running
many newly-instantiated networks showed that the generated fake images were diverse enough and
almost visually indistinguishable from the training set. The generator and discriminator losses also
maintained Nash equilibrium (see Fig. 4). The stability is retained thanks to the custom GAN
architecture, Adam optimizer and hinge loss. However, the physical quantitative measures deviated
a lot from the reference values, although not by too much as shown in Fig. 4. The combination of
physics and hinge loss does improve the ’physicality’ of the artificial magnetizations as showcased
in Fig. 3 and Fig. 4. In both GANs on Fig. 4 the generator and discriminator losses maintain Nash
equilibrium and remain stable. The energy density E of the generated samples by the GAN on the left
fluctuates a lot without any trend of being minimized, whilst the other GAN with integrated E loss
actively minimizes the energy density E, so the AED is closer to the reference value at the 1000th
epoch than the only-hinge-loss GAN. Similar effect is present with the other physics losses.

Testing of the four physics losses with training strategy (1) demonstrated that this method leads to
imminent mode collapse in 100% of the test cases because the loss naturally guides the generator
towards a single optimal point, thus generating almost the same magnetizations for any input vector.
Although, this strategy had the worst performance it proved to be useful for fine-tuning the variable
parameters of the physics losses for the other experiments. Fig. 3 is an example of strategy (2).
The chart clearly illustrates that the Lphys can be minimized simultaneously with the hinge loss.
G generated mostly diverse magnetizations which are visually indistinguishable from the training
data and the AED is also very close to its reference training value. The drawback is that the ACP
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Figure 3: Left: The losses for PhysGAN trained simultaneously with hinge and E loss for 103

epochs. Right: Generated samples of size 48×32 with AED:−7.73×104; ACP: [−2623, 1820, 829].

Figure 4: Left: The average hinge losses and E physics loss for the last 500 out of 1000 epochs of
the training of 10 PhysGANs with only hinge loss, the E physics loss is calculated only as a score
and not applied to the generators’ gradients. One such PhysGAN had AED: −6.61 × 104, ACP:
[−2268, 160,−6512]; Right: The average hinge losses and E losses of the training of 10 PhysGANs
for the last 500 out of 1000 epochs.

significantly deviates from the training ACP. Those statements are further confirmed by additional
testing with the other physics losses.

Training strategy (3) performed better with the ACP compared to (2), while maintaining the AED
close to its reference value. This type of training works best combined with L× losses (a PhysGAN
trained on L2

× loss for 103 epochs with strategy (3) had AED:−8.1×104; ACP: [−937,−484, 1678])
and LLG losses (a PhysGAN trained on `(m̂,Heff(m̂))2 loss with strategy (3) for 2× 103 epochs
had AED: −8.2× 104; ACP: [−1552,−586, 12]). See Appendix for more data. However, the partial
mode collapse is more prevalent if the network is over-trained. The physics losses tend to smooth out
the G output and remove out-of-place artifacts in strategies (2) and (3). Furthermore, it is noticeable
in Fig. 5 how the generator finds a more optimal state during the Lphys only training.

Figure 5: 144x96 PhysGAN output (H = 0.01, AED: −105); first trained only on hinge loss, then on
E loss for 100 epochs. Output from left to right are from epoch 6 to 41 with step of 6.

This work demonstrated the power of the novel generative adversarial networks for physics data
generation. The proposed PhysGAN variations show promising although not yet perfect results
regarding the generation of new skyrmion magnetization states while trying to maintain them close to
an equilibrium state.
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Broader Impact

The PhysGAN allows for lots of room for improvement and additional features such as making it
conditional where it can generate different classes of skyrmions depending on the external field H or
some other energy term. Another possibility for future work is experimenting with different energy
equations and parameters. Although most of those parameters depend on the material, an interesting
experimentation would be to vary them as well and check if skyrmions emerge. This would assist
the process of finding new helimagnetic materials. This work can also serve as a stepping stone
for other physics or any scientific field research which requires a similar generative model where a
physics/biology/chemistry rule, invariance or equation is transformed into custom loss functions that
guide the generator output.
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4 Appendix

Figure 6: The average physical measures for the last 500 epochs of 10 PhysGANs trained with hinge
and |`(m̂,Heff(m̂))| loss for 600 epochs, then only on |`(m̂,Heff(m̂))| loss for 400 epochs. Left:
AED; Right: the three components of the ACP.

Figure 7: The average physical measures for the last 500 epochs of 10 PhysGANs trained with hinge
and |L×|2 loss for 600 epochs, then only on |L×|2 loss for 400 epochs. Left: AED; Right: the three
components of the ACP.

Figure 8: Left: samples generated at the last epoch of a PhysGAN with the same configuration as the
one in Fig. 7; Right: samples generated at the last epoch of a PhysGAN with the same configuration
as the one in Fig. 6.

In Fig. 6 and Fig. 7 it is noticeable how switching to physics-loss-only training drastically minimizes
the physical measures and gets them much closer to the training reference values. Regarding the
ACP, the PhysGAN from Fig. 6 performs much better than the other one when it comes to getting the
x, y, z components close to reference values which are almost 0, although the y-component of the
ACP deviates more than the other components. The final result at the 1000th epoch is that the AED is
essentially almost equal to its reference value in both cases, but the generated magnetization samples
lack diversity due to partial mode collapse evident in Fig 8.
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