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Abstract

Identifying string theory vacua with desired physical properties at low energies
requires searching through high-dimensional solution spaces – collectively referred
to as the string landscape. We highlight that this search problem is amenable to
reinforcement learning and genetic algorithms. In the context of flux vacua, we are
able to reveal novel features (suggesting previously unidentified symmetries) in the
string theory solutions required for properties such as the string coupling. In order
to identify these features robustly, we combine results from both search methods,
which we argue is imperative for reducing sampling bias.

1 Motivation

While the set of solutions arising in string theory – known as the string landscape [1, 2] – encompasses
a vast number of low energy effective field theories, only a small subset of them are phenomenologi-
cally viable. The landscape’s enormity, with as many as 10500 [3, 4] to 10272,000 [5] states, makes
exhaustive searches or random sampling impractical. While in simple string models generic solutions
may be found easily, practitioners usually seek to construct solutions having special properties such
as weak couplings, ensuring theoretical control, or similarity to our universe. These additional criteria
impose an auxiliary landscape structure (i.e. optimization target) for which constrained systems
of equations must be solved. The existence of a solution with precisely specified properties is not
guaranteed – indeed, the discreteness of UV ingredients generally leads to a rich topological structure
of voids and voxels in the landscape’s low-energy properties [4, 6]. For this problem, the landscape’s
vastness is exacerbated by computational complexity; finding specific string vacua appears to be
NP-hard [7–9], though for some toy examples heuristic algorithms may have success [10]. On this
level, the situation of the string landscape is comparable to spin-glass systems [11–13] and protein
folding [14–17].

It remains a top challenge to design efficient optimization methods to search for realistic vacua
that may at the same time reveal hidden structure in the landscape. Regarding this latter point,
string theorists are interested not only in the construction of realistic vacua but also the statistical
distribution surrounding such vacua, which has implications for various dynamics-based proposals
for the measure problem [8, 10, 18]. In recent years, stochastic optimization with Genetic Algorithms
(GAs) [19–23] and Reinforcement Learning (RL) [24–27] have been utilized to search for viable
string vacua, outperforming searches based on Metropolis-Hastings. The purpose of the present work
is to further develop these approaches and compare their results. We consider a common search task
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and apply dimensionality reduction via Principal Component Analysis (PCA) to the results of both
algorithms. We identify two disconnected clusters in the neighborhood of the optimality condition,
which are suggestive of a previously unknown symmetry in the distribution of vacua. We argue that
comparing the results of qualitatively different search algorithms is crucial to ensuring the robustness
of this structure, effectively reducing sampling bias.

2 Setup for string theory solutions

The data structure of the string landscape is characterized by a set of integer inputs, from which a set
of continuous parameters are outputted by minimizing a potential energy function. Within the full
landscape, we focus on flux vacua where the integer inputs are quantized fluxes ~N = (N1, . . . , Nk)
which are subject to Gauss’s law constraints (i.e., Ni , i = 1, . . . k are bounded). The output is a
vector of complex-valued fields ~φ = (φ1, . . . , φm) obtained from minimizing a highly non-linear
scalar potential V (~φ, ~N) whose functional form is discussed in [22, 26], see also e.g. [28, 29] for
reviews. The number k of fluxes is related to the number m of scalar fields via k = 4m. In this note,
we consider the ‘conifold limit’ in the geometry as defined in Sec. (5.4) of [30] with k = 8, which
fixes the scalar potential V . Our methods generalize to other background geometries, which we plan
to study in the future.

The set of minima {~φ} of V defines the flux landscape. Its elements (flux vacua) have varied physical
properties (in the language of GAs, different phenotypes). We focus on the string coupling gs
(parametrizing the way strings interact) and the superpotential W0 (setting the scale of masses). Our
task is solving the inverse problem: given certain physical properties, i.e., values of (gs,W0), what is
the required input of quantized fluxes ~N? Due to the involved non-linearities, this problem cannot be
addressed with closed form solutions and appropriate numerical search strategies have to be applied.
In this work, we compare the efficiency of GAs and RL in solving this inverse problem, thereby
aiming to address the following questions:

1. Can RL and stochastic optimization such as GAs efficiently search for desirable vacua?

2. Can these methods discover structure in the landscape?

3. How is it possible to understand such structure?

3 The search algorithms

We apply a generalized version of the GA described in [22] for generating flux vacua which consists
of mainly three steps. We begin with a set of flux vectors { ~N1, . . . , ~Np}, called a population of size
p, with ~Ni ∈ [−30, 30]8. The GA selects individuals based on a fitness function, and individuals
are in turn used to construct new flux vectors ~Nl by performing crossover operations acting on
pairs of vectors ( ~Ni, ~Nj). The third and arguably most important step concerns mutation, which
alters the vectors ~Nl by some randomized procedure. Lastly, one defines a novel population and
repeats the above process. Each individual step involves a choice of operators, see e.g. [31, 32] for
a comprehensive list. In our implementation, we utilize eight selection, nine crossover and nine
mutation operators which, together with mutation, cloning and survival1 rate, amounts to a total of 29
hyperparameters. They are determined for each task separately through sample runs for mini-batches
and randomly chosen hyperparameters by extracting their correlations with the mean average distance
of the final output to the optimal solution. This is a novel and powerful approach to optimizing
hyperparameters for GAs that is easily generalized to other applications.

We compare the GA with the A3C RL implementation for flux vacua presented in [26] where it was
found that A3C resulted in the best performance across several different RL algorithms. Starting from
a random initial configuration ~Ni ∈ [−30, 30]8 the RL agent can increase or decrease in a single step
one of the k entries by one, corresponding to a 16 dimensional action space. To identify models, the
RL agent takes up to 500 steps or is reset. The policy network, consisting of four hidden dense layers,

1Generically, it turns out to be useful to carry over a certain number of the fittest individuals (cloning) or
replace the least fit individuals by fitter ones (survival of the fittest).
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Figure 1: Left: Cluster structure in dimensionally reduced flux samples for RL and 25 GA runs (PCA
on all samples of GA and RL). The colors indicate individual GA runs. Right: Dependence on flux
(input) values (N1 and N5 respectively) in relation to principal components for a PCA fit of the
individual output of GA and RL.

is optimized based on a reward function which balances the string theory consistency conditions (e.g.
Gauss’s law constraint) and the phenomenological requirements associated to the scalar potential, the
string coupling, and the superpotential.

4 Results

For illustrative purposes we chose a target value of |W0| = 50, 000 which guarantees that many
consistent flux vectors can be identified within reasonable effort. Both RL and GA approaches are
found to be extremely efficient in identifying distinct string vacua with desirable properties, with
RL producing for an arbitrary starting point an acceptable solution in 193 steps on average and
respectively final GA populations display distinct and desired properties across the population after
generating 20 new populations. For our GA samples it is most efficient to work with population
sizes of 500 using 25 runs. The optimized choice of hyperparameters for this particular task led to
a non-trivial combination of two selection, three crossover and four mutation operators.2 Our A3C
agent was trained for 15, 000, 000 episodes where the agent can take up to 500 steps before being
reset to a random starting point. In both cases we utilize 10, 000 samples for our analysis satisfying
|W0| = 50, 000± 1, 000.3

Being able to efficiently generate samples, we now report on how we can determine and analyze the
structure of the set of 8-dimensional flux vectors. This is imperative to develop an understanding of
the string landscape and to extract constraints for UV parameters, here our flux vectors, associated
with phenomenological properties, i.e., |W0| = 50, 000 for our search. To this end, we perform a
PCA on the combined GA and RL samples which is shown on the left of Fig. 1. Uniformly across GA
and RL samples we observe two clusters which provides a non-trivial cross-check of this structure.
This is remarkable as the sampling dynamics associated to GA and RL are different and we hence
consider these features as less likely to be artifact of our sampling procedure. We checked that
equivalent structures emerge when performing t-sne [33]. We note that the samples generated from
outputs of different GA runs show clear variations. They can be traced back to the way GA operations
produce new flux vectors.

The presence of two clusters with uniformly distributed phenomenological properties (superpotential
|W0| and string coupling gs) suggests the emergence of a discrete symmetry whose exact under-
standing provides an exciting future direction. Analytically the structure within the clusters can be
characterized with scalings of flux components as shown on the right of Fig. 1 where a PCA was per-
formed on the GA and RL samples individually. While the results are largely equal forN5, the scaling

2To be more precise, we used tournament and rank selection, random k-point, uniform and whole arithmetic
recombination crossover as well as random, random k-point, insertion and displacement mutation.

3Our samples are gauge inequivalent under SL(2,Z) which is enforced through explicit gauge fixing in the
GA [6, 22] or through a suitable reward structure in RL [26].
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Figure 2: Correlation of flux parameters for vacua with |W0| = 50, 000± 1, 000. We use both GA
and RL samples.

with respect to N1 highlights distinguishing features between the GA and RL samples. We find
that this structure on the "consistent" flux vectors highly depends on the imposed phenomenological
properties, i.e., when sampling different superpotential values the structure changes.

For the PCA analysis we observe the variance ratios for the respective PCA components PCi

listed in Tab. 1. As this low-variance of the higher PCA components suggests, the sam-
ple is effectively lower dimensional. This can be understood further by checking the cor-
relations among the flux vacua. Similar to [26], we compare them for both search strate-
gies which is capable of highlighting universal structures specific to a given class of vacua.

Table 1: Variance of components in PCA.
Data PC1 PC2 PC3 PC4 PC5 – PC8

GA+RL 0.52 0.22 0.13 0.1 <0.03

GA 0.60 0.19 0.13 0.05 <0.03

RL 0.68 0.13 0.09 0.08 <0.02

Combining samples from both search algorithms be-
fore computing correlations allows us to reduce sam-
pling bias. In Fig. 2, we show the combined correla-
tion maps for the two methods. While certain aspects
agree in the individual GA and RL correlations, varia-
tions suggest that we ought to consider the combined
data set. In particular, the combined correlation maps
has strong correlations which are also shared with
the individual correlation maps from GA and RL.
This includes the correlations of (N2, N8), (N3, N7),

(N5, N7) and (N3, N5), but, in both GA and RL, we also observe different correlations not present in
the respective other sample. We note that the flux pairs (N2, N8) and (N3, N5) appear as products
in the D3-charge contribution to the tadpole. In addition, the dominant PC directions tell us how to
move in flux space to find flux vectors with similar physical properties, providing a new direction on
studying the statistical properties of this landscape in a dimensionally reduced subspace.

5 Perspective

We have demonstrated that by utilizing both RL and GA, it is possible to identify novel structures in
the string landscape. To reduce sampling bias and identify these structures robustly, we found it more
beneficial to use multiple search strategies. At this stage we cannot single out one method as being
preferred. Overall, it should be stressed that the performance is subject to hyperparameters. Here we
added and optimized hyperparameter searches in the GA analysis extending previous studies in [22]
and used RL hyperparameters which emerged from a hyperparameter search in [26].

Optimization becomes very difficult when the reward structure is sparse. We have considered an
example where the optimization task is feasible. For model building purposes, it is interesting to
consider questions of fine-tuning and rare solutions. For instance, certain string theory models (e.g.
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[34]) assume the existence of rare vacua with |W0| � 1. It will be interesting to compare GA and
RL strategies to those developed by human string phenomenologists in the search for these vacua
(e.g. [35]). It is important to stress that our sampling techniques in this example clearly demonstrate
that lower dimensional subsets of the landscape are no obstacle, even though they generally populate
a measure zero subset of the state space. The true challenge is presented by the local structure near
the global optimum which is generally unknown a priori. We plan to utilize our current methods to
explore the local structure near rare string theory solutions obtained in the literature.

Revealing the structure behind and constraints on string theory solutions has a significant potential for
our understanding of string theory. Potentially, such constraints could rule out phenomenologically
viable combinations of low-energy parameters when no vacua can be constructed in such a region.
Hints of such constraints are clearly visible in the current analysis. However, our analysis also shows
that – at this stage – numerical samples have to be considered carefully, as we observe variations
across different methods (cf. Fig. 1). When correlations can be identified robustly, they can be used
to efficiently initialize sampling strategies (e.g. proposal densities) for vacua with shared properties.
Explicitly constructing the symmetries identified by search algorithms presents another interesting
avenue of future work.

Finally, we look forward to investigating how these early results can be transferred to other more
complex backgrounds and different phenomenological requirements.
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them? [Yes]

2. If you are including theoretical results...
(a) Did you state the full set of assumptions of all theoretical results? [No] Our results

apply machine learning techniques on data arising in string theory. We refer to the
relevant string theory literature where detailed derivations and underlying assumptions
to these string theory constructions can be found.

(b) Did you include complete proofs of all theoretical results? [No] We have included
references for all relevant theoretical results which are of relevance for our string theory
models.

3. If you ran experiments...
(a) Did you include the code, data, and instructions needed to reproduce the main experi-

mental results (either in the supplemental material or as a URL)? [No] (Post-processed)
results reproducing our analysis will be available on github at a later stage.

(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they were
chosen)? [No] We included the relevant details and references on our hyperparameters
but we did not include ALL the training details in this short paper.

(c) Did you report error bars (e.g., with respect to the random seed after running exper-
iments multiple times)? [Yes] There are several sources of errors and we comment
in particular on the selection and sampling bias produced by our different methods
(cf. Section on Results)
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of GPUs, internal cluster, or cloud provider)? [No] Our code has been run on standard
desktops with no extensive (cluster/GPU) computational resources.
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provided in the acknowledgments of the final version.

(b) Did you mention the license of the assets? [No] We added the references to these
packages where the detailed licence information can be found. If required, we can add
this information in a revised version.

(c) Did you include any new assets either in the supplemental material or as a URL? [No]
We plan to make these assets available in the future when they can be run on more

background geometries, i.e. are more widely applicable.
(d) Did you discuss whether and how consent was obtained from people whose data you’re

using/curating? [N/A]
(e) Did you discuss whether the data you are using/curating contains personally identifiable

information or offensive content? [Yes] There is no such information or offensive
content.

5. If you used crowdsourcing or conducted research with human subjects...
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applicable? [N/A]
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spent on participant compensation? [N/A]

9


	Motivation
	Setup for string theory solutions
	The search algorithms
	Results
	Perspective

