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Abstract

The solar wind consists of charged particles ejected from the Sun into interplanetary
space and towards Earth. Understanding the magnetic field of the solar wind
is crucial for predicting future space weather and planetary atmospheric loss.
Compared to large-scale magnetic events, smaller-scale structures like magnetic
discontinuities are hard to detect but entail important information on the evolution
of the solar wind. A lack of labeled data makes an automated detection of these
discontinuities challenging. We propose Deep-SWIM, an approach leveraging
advances in contrastive learning, pseudo-labeling and online hard example mining
to robustly identify discontinuities in solar wind magnetic field data. Through a
systematic ablation study, we show that we can accurately classify discontinuities
despite learning from only limited labeled data. Additionally, we show that our
approach generalizes well and produces results that agree with expert hand-labeling.
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1 Introduction

Every star has an extended atmosphere of charged particles reaching far into interplanetary space.
For the Sun, this extended atmosphere is called the solar wind and it significantly impacts Earth’s
space weather. Understanding the magnetic field that drives the solar wind and the different magnetic
structures it contains is essential to predicting the effect of the solar wind on Earth and future
extraterrestrial missions. Furthermore, knowledge on solar wind properties helps constrain our host
star’s impact on planetary atmospheres to inform our understanding of exoplanet habitability. Over
the past decades, instruments like the WIND spacecraft have collected measurements of the magnetic
field of the solar wind. While some magnetic events, e.g. interplanetary coronal mass ejections, are
high-strength and therefore easy to detect [1, 2], smaller-scale events, like discontinuities, are more
difficult to spot. Discontinuities describe "discontinuous" spatial changes in the solar magnetic field.
Although they only last for a few seconds or a few minutes, and are usually weak in amplitude, the
occurence rate of discontinuties is quite high, ranging up to 10,000s over a few months [3]. Experts
who can identify these magnetic structures are limited, and hand-labeling is too time-consuming to
catalog all available data.

Applying machine learning (ML) to solar wind magnetic field data allows us to quickly and accurately
classify these small-scale structures to create a comprehensive catalog of all measured discontinuities.
To do this, we employ both supervised and semi-supervised machine learning approaches using 1D
and 2D convolutional neural networks (CNNs). As the availability of labeled data is limited, and
the classes are heavily imbalanced, we apply various data augmentation techniques and leverage
recent advances in contrastive learning [4], pseudo-labeling [5], and online hard example mining [6].
We show that contrastive learning and pseudo-labeling significantly improve the performance of the
model and allow it to generalize better to unseen data.

2 Data sets

We use data from the Magnetic Field Investigation (MFI) fluxgate magnetometer on board the
WIND spacecraft [7, 8] 1. WIND is positioned in a halo orbit around Lagrange point 1, measuring
small-scale magnetic structures embedded in the solar wind [9] at a constant distance from the Sun
and at sub-second resolution. To remove artifacts of the 3s rotational period of the instrument, we
smooth and re-sample the original 11 Hz data to a 3s cadence. The time series are split into 5-minute
intervals, and the x, y, and z components of the magnetic field are stacked as inputs to the CNN.
For our supervised approach we assign binary labels to each segment specifying whether it contains
a discontinuity or not. The labels are provided by expert hand-labeling for one day (11-18-2018)
or using a non-machine learning based heuristic approach which compares the rotation angle of
neighboring points to identify discontinuities (2006-2021) 2. Importantly, not all labels in the heuristic
catalog are expected to be correct. For the one day of joint labeling, both the heuristic approach
and hand-labeling identified 39 discontinuities out of which 24 discontinuities were identified by
both approaches. In addition to noise in the labeling, our data set is highly imbalanced. Only around
15% of our 5-minute intervals contain discontinuities. To perform our ablation study, we select
a representative sample of 3 months of data (May - July 2018). We split the data using stratified
sampling to ensure the correct proportional representation of positive and negative examples and
randomly allocate segments to the training and validation sets. 20% of the data (5428 5s segments)
was used for training the supervised component of our approach, 70% (18492 5s segments) were used
for training the semi-supervised component, and 10% (2576 5s segments) was used for validation.
The one day of expert hand-labeled data (11-18-2018, 286 5s segments) was used as a final test set.

3 Methodology

A schematic of our ML pipeline is shown in Figure 1. We compare the performance of our solar
wind magnetic field classification based on two modalities. Firstly, we use a standard data-label
pairing as input to a four layer 1D-CNN. We also test the performance of 2D-CNN with a ResNet-18
backbone after converting the original time series into images using a Gramian Angular Field (GAF)

1The data is publicly available on NASA’s Coordinated Data Analysis Web at https://cdaweb.gsfc.nasa.gov/
2The hand-labeled and heuristic catalog were provided by Dr. Adam Szabo and Dr. Ayris Narock who are

both authors of this work.
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Figure 1: Schematic of our machine learning pipeline. We compare and evaluate two modalities
(1) a supervised approach using a standard data-label pairing as input, and (2) a semi-supervised
approach using contrastive learning where the input data consists of an anchor (data of interest),
a positive example, and a negative example. Additional model improvements are achieved by
employing pseudo-labeling and online hard example mining during training.

conversion [10]. The successful use of GAF conversions for ml-based astrophysics research has
been demonstrated e.g. in [11]. While we evaluated other backbone architectures including AlexNet,
Inception and larger ResNets, we found that they either quickly overfit the data or do not converge.
Secondly, we employ contrastive learning [12] using three examples as simultaneous inputs to the
model. In this case, the classification head of each model is replaced with a fully connected layer
which has a size equal to the size of the embedding dimension desired. A downstream classifier head
is appended to this for fine tuning to produce classification results once the contrastive model has
been properly trained. The training pipeline is made increasingly more sophisticated through the
additions of online hard example mining and pseudo-labeling.

Data Augmentations. To mitigate limitations of our imbalanced data set, we employ data
augmentations to increase the number of examples containing discontinuities. We perform horizontal
mirroring, random scaling between 0.5 and 2, random inverting, and random channel shuffling of
the time series data. These data augmentations all preserve the physics of the solar magnetic field
and present scenarios that could realistically be measured by the instrument; for instance, an inverted
magnetic field could be observed during a different solar cycle with reversed magnetic poles.

Contrastive Learning. By employing contrastive learning [12, 4], rather than learning from a single
input-output pair, the model aims to learn the similarities and differences between examples. For this,
three examples are paired; the anchor (x), i.e. the example of interest, a positive example of the same
class as the anchor (x+), and a negative example from a different class (x−). The model learns an
embedding space to group similar examples close together and dissimilar examples far apart. To do
this, we employ a triple margin loss [13, 14].

Ltriple(x, x
+, x−) =

∑
max(0, ‖f(x)− f(x+)‖2 − ‖f(x)− f(x−)‖2 + α), (1)

where α is the margin between the positive and negative pairs (here, α = 1), and f is the learned
embedding function. Further for the triplet margin loss, the positive and negative examples are chosen
at random.
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Pseudo-Labeling. Pseudo-labeling [5] is a semi-supervised learning approach to maximize the
potential of small labeled data sets. The model is first trained on limited labeled data and subsequently
used to predict labels of unlabeled data. The pseudo labels are refreshed every epoch. The total loss is
calculated as the sum of the loss of the labeled and unlabeled data (LTotal = Llabeled + α · Lunlabeled)
with a weighting factor α that changes with epoch t according to equation 2. Here, αf = 3, T1 = 5,
and T2 = 100.

α(t) =


0, t < T1
t−T1

T2−T1αf , T1 < t < T2
αf , t > T2

(2)

Online Hard example mining. Most machine learning tasks have combinations of easy and
hard examples to learn from. Online Hard example mining (OHEM) [6] focuses on the model’s
performance on examples that are either misclassified with high confidence or correctly classified
with reduced confidence. The total loss is calculated as Ltotal = ω · LOHEM + (1− ω) · Lraw, where
Lraw is the standard loss across all samples, LOHEM is the loss computed on the top 70% of hardest
examples, i.e. examples with the highest loss values, and ω is a weighting factor. In our experiments,
ω was set to 0.8.

4 Experiments

Training. In this section, we compare our experiments to a non deep learning baseline using
Support-Vector Machines (SVMs) [15, 16]. The SVM baseline is obtained using a linear kernel with
γ = 1.0, c = 0.1. These parameters are chosen through a grid search over the parameter space and
selecting the combination which yields the best Area Under the receiver operating characteristic Curve
(AUC) score on the validation set. We have also tested SVM with a Radial Basis Function (RBF)
kernel as well as polynomial and linear and found the linear kernel to provide the best performance.
Note that we apply the SVM directly to time series data, but extract Oriented Rotated BRIEF (ORB)
features [17] from images prior to using the SVM. Both our time-series and image based CNNs are
trained on a single NVIDIA A100 GPU and use the Adam optimizer, a learning rate of 10−3, and a
batch size of 16. These parameters are obtained through hyper-parameter search runs. Additionally,
the 2D-CNN is initialized with ImageNet weights to facilitate transfer learning.

Results and Discussion. We conduct an ablation study on the different components of our training
pipeline and present the results in Table 1. We find that the SVM approach, c.f. experiments (A1) and
(B1), provides considerably lower performance compared to CNN-based approaches, especially for
images combined with ORB features that fail to extract distinguishing attributes from the Gramian
Angular Field conversions. The raw time series and image data types yield comparable results when
the CNNs without additions are considered, with slightly better performance for the raw time series.
However, once we introduce pseudo-labeling, raw times series (B4) clearly outperform image data
types (A4) by over 27% AUC. Moreover, we found that using contrastive learning did not alleviate
the convergence issues in the image based models while pseudolabeling resulted in divergence.
Overall, we achieve the best performance, i.e. experiment (B5) with 90% AUC, using a combination
of contrastive learning, pseudo-labeling, and OHEM. While the AUC scores for B3 to B7 are close,
we found qualitatively, B3 appeared to be robust on certain hard examples. In our future work, we
plan to substantiate this with a statistical significance test. All experiments presented in Table 1
are run with a random seed of 42. Varying the random seed of our best model across 2 orders of
magnitude resulted in the following median absolute deviations (MAD): MADPrecision = 0.014,
MADRecall = 0.000 and MADAUC = 0.003.

To further evaluate our best model, we compare the model’s labels to the expert hand-labeled data set
(11-18-2018). An example of a true negative, true positive, and false positive labeling is provided in
Figure 2. The false positive labeling is caused by the sharp dip in the BZ component around 10 : 54
pm, which is incorrectly understood to be a discontinuity. Our best model achieves a precision of
0.52, a recall of 0.73, and an AUC of 0.82 on this final test set.
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Architecture data type Contrastive Learning Pseudo-labeling OHEM Precision Recall AUC
A1 SVM images 7 7 7 0.00 0.00 0.50
A2 ResNet-18 images 7 7 7 0.51 0.65 0.79
A3 ResNet-18 images 7 3 7 1.00 0.03 0.51
A4 ResNet-18 images 7 3 3 0.8 0.26 0.62

B1 SVM time series 7 7 7 1.00 0.23 0.62
B2 1D-CNN time series 7 7 7 0.66 0.61 0.79
B3 1D-CNN time series 7 3 7 0.63 0.84 0.89
B4 1D-CNN time series 7 3 3 0.67 0.84 0.89
B5 1D-CNN time series 3 3 3 0.59 0.87 0.9
B6 1D-CNN time series 3 3 7 0.47 0.90 0.89
B7 1D-CNN time series 3 7 7 0.77 0.77 0.87

Table 1: Ablation study of our proposed approach to classify discontinuities. We select the best model
based on the higher AUC (Area Under the receiver operating characteristic Curve).

5 Conclusions

Figure 2: Example performance of
our best model. The model was tested
on one day of expert hand-labeled data
(11-18-2018). Here we show a) a true
negative, b) true positive, and c) false
positive example of the model’s labeling.
The colors in each graph present the x,
y, and z component of the solar wind
magnetic field. The gray shading in
panel b) shows the time stamp of the
discontinuity.

In this work, we present a few-shot learning approach
for classifying the magnetic structures of solar wind
magnetic field data. Specifically, we focus on identifying
discontinuities, which present "discontinuous" spatial
changes in the magnetic field. Our proposed approach
combines contrastive learning and pseudo-labeling to
overcome the large imbalance of our data set. We show
that incorporating online hard example mining further
improves the overall performance. Finally, our method,
trained on heuristic labels, generalizes well to expert
hand-labeling, circumventing the labor-intensive and time-
consuming process of manual annotation of such complex
data.

Broader Impact

At the present moment, state-of-the-art applications
of deep learning to solar wind measurements are
primarily confined to supervised classification of large-
scale structures like interplanetary coronal mass ejections
(ICME) [2, 1]. The primary driver behind this is the
occurrence rate of these structure. Large-scale structures
like ICMEs occur at a rate of about 10 to 50 times per
year depending on solar activity and are very pronounced
and easily detectable in in-situ measurements. While
this facilitates the creation of hand-labeled data sets,
there are still issues associated with misclassification of
these structures due to human bias [18]. For small-scale
structures like discontinuities, creating a hand-labeled
catalog is infeasible since discontinuities occur at rates
of more than 10,000 times per year. Here we show that
we can apply pseudo-labeling to leverage the potential
of small data sets and accurately identify these target
structures. For future research, this enables to hand-label
small amounts of data, or apply costly heuristic approaches
to only a subset of the data to create a small training set
for the supervised component of our proposed approach.
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