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Abstract

Sub-seasonal climate forecasting (SSF) is the prediction of key climate variables such as temperature and precipitation on a 2-week to 2-month time horizon. Skillful SSF would have substantial societal value in areas such as agricultural productivity, water resource management, and emergency planning for droughts and wildfires. Despite its societal importance, SSF has stayed a challenging problem and mainly relies on physics-based dynamical models. Meanwhile, recent studies have shown the potential of machine learning (ML) models to advance SSF. In this paper, we show that suitably incorporating dynamical model forecasts as inputs to ML models can substantially improve their forecasting performance. The SSF dataset constructed for the work, dynamical model predictions, and code for the ML models are released along with the paper for the benefit of the broader machine learning community.

1 Introduction

Over the past decade, good quality short-term (few days) weather forecasts as well as long-term (beyond few months) seasonal forecasts have both become routinely available. These forecasts are largely based on dynamical models that solve partial differential equations (PDEs) derived from the laws of physics. In contrast, skillful sub-seasonal forecasts (SSF), i.e., the prediction of key climate variables such as temperature and precipitation on 2-week to 2-month time scales, are arguably

Footnote:
1 The SSF dataset is publicly available at https://sites.google.com/view/ssf-dataset. The code-base can be found at https://github.com/Sijie-umn/SSF-MIP.
not yet available. Skillful SSF has immense societal value as discussed in two recent reports from the National Academy of Sciences (NAS) [12,11]. In particular, high-quality SSF in the western contiguous United States would allow for better water resource management and emergency planning for extreme events such as droughts and wildfires [24].

SSF is challenging for a variety of reasons. First, high-quality SSF has proven difficult to accomplish compared to both short-term weather forecasting and long-term seasonal forecasting [21]. Due to the chaotic nature of the atmosphere, weather events can not be accurately predicted beyond two weeks using dynamical models [10]. From a physical point of view, the predictability on sub-seasonal time scales depends on correctly modeling the atmosphere, ocean, and land, including their interactions and couplings as well as the memory effects of land and ocean. In addition to these physical complexities, SSF poses an unconventional time series prediction problem. Given a training set \( \{x_{1:t}, y_{1:t}\} \), where \( y \) denotes the target response variable, e.g., land temperature, and \( x \) denotes suitable covariates, temporal models typically focus on predicting \( y_{t+1} \) or maybe \( y_{t+1:t+\tau_s} \) for small \( \tau_s \). Instead, SSF is about predicting \( y_{t+T:t+\tau_l} \) for large \( T \gg \tau_s \), e.g., weather prediction one month ahead (\( T = 31 \) days). The long temporal range along with the nonlinear dynamics and complex interactions makes SSF challenging.

To understand the conditions that lead to enhanced predictability and to improve sub-seasonal to seasonal (S2S) forecasts, some research-to-operations projects such as S2S [20] and Subseasonal Experiment (SubX) [13] have been established. Currently, sub-seasonal forecasts based on dynamical models are available weekly through the SubX project, which contains 7 different global prediction models contributing predictions over the period 1999 to present [13]. The project provides real-time and retrospective forecasts for community exploration of sub-seasonal prediction, but the full utility of the forecasts for operational forecasting still remains to be determined. Meanwhile, ML models have started to be explored for predictions of temperature, precipitation, and other climate variables on sub-seasonal time scales [7, 6, 22, 17], which have shown great promise for SSF. In this paper, we consider enhancing ML models by using forecasts from state-of-the-art dynamical models from the SubX project. More specifically, we include physics-based dynamical model forecasts as covariates in the ML models. The empirical results illustrate that using dynamical model forecasts as inputs improves the ML model forecasts, and the improvements are statistically significant. In addition, we release all the data, as well as code to replicate and hopefully extend our work.

2 Sub-seasonal Climate Forecasting

Problem Statement. In climate science, it is more important to predict temperature anomalies than absolute temperatures. A temperature anomaly is the difference from a baseline temperature, e.g., climatology, which is typically a historical long-term average temperature for each calendar day at each geographic location. A positive temperature anomaly indicates the temperature is warmer than the historical average, vice versa. In this paper, we focus on forecasting temperature anomalies over days 15 - 28, i.e., predicting average temperatures anomalies 2 weeks ahead of time, over the western contiguous U.S. The spatial region is bounded by latitudes 25N-50N and longitudes 93W-125W at 1° by 1° spatial resolution with 508 grid points. The temporal range of interest is from 2017 to 2019.

Ground Truth Dataset. The ground truth dataset is constructed from NOAA’s Climate Prediction Center (CPC) Global Gridded Temperature dataset [4], which is commonly applied for forecast verification by NOAA/CPC [4]. The CPC dataset provides daily max and min 2m temperatures (tmp2m), which refers to air temperature at 2 meters above the surface, from Jan 1, 1979, to present. The daily temperature anomalies are computed by subtracting the climatology from the observed daily tmp2m, where the climatology is the smoothed long-term average of tmp2m over 1990 - 2016 for each month-day combination and grid point. The forecasting target at each date and grid point is the average of tmp2m anomalies at days 15 to 28 (weeks 3 & 4).

3 Machine Learning and Dynamical Models

Machine Learning Models. In this paper, we focus on two machine learning models which have been shown to work effectively for sub-seasonal climate forecasting [6].

Gradient boosted trees (XGBoost) [1]. A functional gradient boosting algorithm, of which the weak learners are regression trees. The algorithm combines multiple weak learners into a stronger learner in
Observational Climate Data. We select a suitable suite of climate variables representing the condition.
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Lasso [13][8]. A regularized linear regression model. Denote $y_{g,t} \in \mathbb{R}$ and $x_{g,t} \in \mathbb{R}^p$ as the response and covariates for a date $t$ and a location $g$. We assume $y_{g,t} = x_{g,t}^T \theta_g^* + \epsilon$, where $\epsilon \in \mathbb{R}$ is a Gaussian noise and $\theta_g^* \in \mathbb{R}^p$ is the coefficient for location $g$. The coefficient $\theta_g^*$ is estimated by $\hat{\theta}_g = \arg\min_{\theta_g \in \mathbb{R}^p} \frac{1}{T} \|Y_g - X_g \theta_g\|^2_2 + \lambda \|\theta_g\|_1$, where $Y_g \in \mathbb{R}^T$ and $X_g \in \mathbb{R}^{T \times p}$ are the tmp2m anomalies and covariates for the location $g$ over $T$ dates, respectively. $\lambda$ is the penalty parameter shared by all locations.

**Covariates.** We consider two types of covariates for the ML models, i.e., observational climate data and forecasts from SubX models.

**Observational Climate Data.** We select a suitable suite of climate variables representing the condition of atmosphere, land, and ocean. Spatially over the contiguous U.S., we consider 2m temperature [4], soil moisture [3], geopotential height, sea level pressure and relative humidity [9]. We also obtain sea surface temperature [15] over the Pacific Ocean, from latitudes 20S to 65N and longitudes 120E to 90W, and the Atlantic Ocean, from latitudes 20S to 50N and longitudes 20W to 90W. For each spatiotemporal variable, we flatten the values at all grid points for each date and compute the top 10 principal components (PCs) as features. The extracted PCs are then normalized by z-scoring for each month-day combination separately. In addition, we consider climate indices that describe the state of the climate system or are related to different climate phenomena, including Multivariate ENSO index [23], Niño indices [13], North Atlantic Oscillation index [19], Madden-Julian Oscillation indices [1], and Sudden Stratospheric Warming index [5]. The climate indices and the PC-based features of all spatiotemporal climate variables jointly form the feature set for each date.

**SubX Forecasts.** We focus on one SubX model, the Climate Forecast System version 2 (CFSv2) from National Centers for Environmental Prediction (NCEP) [16]. NCEP-CFSv2 is a coupled atmosphere–ocean–land–ice model and is the operational seasonal prediction model used by the U.S. Climate Prediction Center. The SubX model has two predictive periods: hindcast and forecast. A hindcast period (1999-2015) represents the time when a dynamic model re-forecasts historical events and a forecast period (from July 2017) has real-time predictions generated daily. NCEP-CFSv2 includes four ensemble members and the average of four ensemble members’ outputs are taken as the forecasts. All forecasts include daily values for 45 days beyond the initialization date. The weeks 3 & 4 outlooks are computed by averaging the forecasts at days 15 - 28 ahead and subtracting the corresponding climatology computed from the hindcast period.

4 Experimental Setup and Results

**Experimental Setup.** Since the relationships between the covariates and target variables vary at different times of the year, test sets are created for each month from July 2017 and separate predictive models are trained accordingly. The best hyper-parameters of each type of ML model are selected on a monthly basis. To do so, for each month of the year, e.g., January, we construct five validation sets containing data from the same month (e.g., January) in 2011 - 2015, and the corresponding training sets consist of 12 years of data prior to each validation set. The best hyper-parameters are determined by the average performance over the five validations sets. We thus have 12 sets of the best hyper-parameters corresponding to each month of the year. Once the best hyper-parameters are selected, we use 18 years of data prior to a given test set to train the corresponding forecasting model.

**Evaluation Metrics.** Let $y^* \in \mathbb{R}^n$ denote the ground truth observations and $\hat{y} \in \mathbb{R}^n$ be the corresponding predicted values, we consider the following two evaluation metrics.

**Cosine Similarity** is computed as $\cos(\hat{y}, y^*) = \frac{\langle \hat{y}, y^* \rangle}{\|\hat{y}\|_2 \|y^*\|_2}$, where $\langle \hat{y}, y^* \rangle$ denotes the inner product between the two vectors. Cosine similarity, also known as *uncentered anomaly correlation* [26], is the only metric used in the Sub-Seasonal Climate Forecast Rodeo Competition [14][7].

**Relative $R^2$** is defined as $1 - \frac{\sum_{i=1}^n (y_i^* - \hat{y}_i)^2}{\sum_{i=1}^n (y_i^* - \bar{y}_{\text{train}})^2}$, where $\bar{y}_{\text{train}}$ is the long-term average of tmp2m at each date and grid point in the training set. Relative $R^2$ is equivalent to $1 - \text{Relative MSE}$ and represents
the relative skill against the best constant predictor, i.e., $y_{\text{train}}$. A model which achieves a positive relative $R^2$ is, at least, able to predict the sign of $y^*$ accurately.

Figure 1: Comparison between the ground truth and forecasts made by NCEP-CFSv2 and XGBoost on March 10, 2018 (top), which is an example when SubX forecasts mistakenly predict the pattern with a large magnitude, and Jan 29, 2019 (bottom), when SubX forecasts predict the extreme weather well. In both cases, predicted values from XGBoost are much smaller than NCEP-CFSv2 forecasts.

Denote the ground truth temperature anomalies as $Y^* \in \mathbb{R}^{T \times G}$ for $T$ dates and $G$ grid points. The spatial predictive skill for a given date $t$ can be evaluated on $Y^*_{\cdot,[t,:]}$ (the $t$-th row of $Y^*$), which corresponds to the ground truth for all grid points at $t$. The temporal predictive skill for a grid point $g$ can be evaluated on $Y^*_{[:,g]}$ (the $g$-th column of $Y^*$), similar to time series prediction evaluation.

**Experimental Results.** To demonstrate the strengths and limitations of the SubX and the ML model forecasts, we present forecasts of two days as anecdotal evidence in Figure 1. The first example shows that, on Mar 10, 2018, XGBoost has reproduced the spatial pattern of the ground truth, while NCEP-CFSv2 predicts an opposite pattern. The second example on Jan 29, 2019, illustrates that, when a cold wave affected the U.S. leading to extreme low average $\text{tmp2m}$ anomalies [25], the SubX forecasts successfully estimate the spatial pattern of the ground truth, while XGBoost partially predicts the spatial pattern. In both examples, the predicted scale from NCEP-CFSv2 is much larger than XGBoost, and is closer to the scale of the ground truth. These two examples demonstrate that the SubX models have certain advantage on matching the magnitude of the $\text{tmp2m}$ anomalies, while the ML models are more conservative. On the flip side, in situations where the SubX models do not predict the spatial pattern correctly, the forecasts can be wrong by a large amount.

Acknowledging the advantages of both types of models, we explore a suitable combination of the ML models and the SubX forecasts. More specifically, we investigate whether including SubX forecasts in the feature set of the ML models can enhance their predictive skill. To compare the performance fairly, we first train a ML model using the samples that are available during the hindcast periods and then compare it with the ML model that uses SubX forecasts as features.

Table 1: The mean and median (standard error) of spatial cosine similarity and spatial relative $R^2$ of XGBoost and Lasso with and without including the SubX forecasts in their feature set.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Features</th>
<th>cos w/o NCEP</th>
<th>cos with NCEP</th>
<th>relative $R^2$ w/o NCEP</th>
<th>relative $R^2$ with NCEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>XGBoost</td>
<td>Mean</td>
<td>0.15 (0.02)</td>
<td><strong>0.18 (0.02)</strong></td>
<td>0.03 (0.01)</td>
<td><strong>0.04 (0.01)</strong></td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.21 (0.03)</td>
<td><strong>0.23 (0.02)</strong></td>
<td>0.04 (0.01)</td>
<td><strong>0.04 (0.01)</strong></td>
</tr>
<tr>
<td>Lasso</td>
<td>Mean</td>
<td>0.19 (0.01)</td>
<td><strong>0.23 (0.02)</strong></td>
<td>0.03 (0.00)</td>
<td><strong>0.05 (0.01)</strong></td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.21 (0.02)</td>
<td><strong>0.25 (0.02)</strong></td>
<td>0.03 (0.00)</td>
<td><strong>0.04 (0.01)</strong></td>
</tr>
</tbody>
</table>

Table 1 presents the spatial cosine similarity and relative $R^2$ using XGBoost and Lasso, with and without the inclusion of SubX forecasts in the feature set. The temporal results are shown in Figure 2. Adding NCEP-CFSv2 forecasts in the feature set leads to a significant enhancement of predictive skill. We conduct the sign test introduced in [2] to compare the differences in forecast skills. Overall, comparison of ML models’ performance with and without SubX features yields $p$ values much smaller than 0.01. Furthermore, as shown in Figure 2, the combination of the ML models and the SubX forecasts effectively converts some negative temporal cosine similarity to positive and strengthens the forecasts originally achieving positive temporal cosine similarity. The improvement
is particularly outstanding for the west-north-central U.S., where temperature fluctuations are more drastic compared to the coastal areas. Similarly, regarding temporal relative $R^2$, both ML models obtain some improvements in the areas originally characterized by values close to 0 (white). These results highlight the potential to further increase predictive skill of the ML models by incorporating SubX forecasts.

However, to include SubX forecasts in the feature set, the size of the training set is decided by the availability of the hindcast period for SubX models. For example, the features constructed from observational climate variables are available from 1990, while the hindcast period of NCEP-CFSv2 starts in 1999. The relatively short hindcast period leads to a reduction of almost one third of the data for model training. The small sample size restrains the forecasting performance of the XGBoost model, which explains why Lasso achieves higher prediction accuracy than XGBoost. We anticipate that more hindcast data from SubX models would lead to a notable improvement in the predictive skills of the ML models.

5 Discussion & Conclusions

In this paper, sub-seasonal climate forecasting, an important but challenging scientific problem, is introduced to the machine learning community. Acknowledging the strengths of both machine learning and physics-based dynamical models, we explore the potential in generating skillful SSF by combining such two types of models. We obtain significant improvements in predictive performance by including the SubX forecasts as a new feature of ML models. To extend our work, which focuses on ML models for deterministic forecasting in SSF, future studies could explore probabilistic ML models to obtain the uncertainty of the forecasts.
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