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Abstract

We propose a new model-agnostic search strategy for hints of new fundamental forces motivated by applications in particle physics. It is based on a novel application of neural density estimation to anomaly detection. Our approach, which we call Classifying Anomalies THrough Outer Density Estimation (CATHODE), assumes potential signal events cluster in phase space in a signal region. However, backgrounds due to known processes are also present in the signal region and too large to directly detect such a signal. By training a conditional density estimator on a collection of additional features outside the signal region, interpolating it into the signal region, and sampling from it, we produce a collection of events that follow the background model. We can then train a classifier to distinguish the data from the events sampled from the background model, thereby approaching the optimal anomaly detector. Using the public LHC Olympics R&D dataset, we demonstrate that CATHODE nearly saturates the best possible performance, and significantly outperforms other approaches in this bump hunt paradigm.

1 Introduction

Motivated by compelling theoretical and experimental evidence, the search for physics beyond the Standard Model (BSM) is a key research goal in particle physics. Given the basically infinite space of BSM theories, it is impossible to perform a dedicated search for every conceivable scenario. The lack of discoveries thus far could be because existing searches do not cover anomalous regions of phase space. Therefore, it is essential to complement the search program with model-agnostic methods.

An important class of such so-called anomaly detection approaches builds on the bump hunt strategy. It assumes that a potential signal is localized in one known feature \( m \) (often an invariant mass) and then uses data away from the signal (sideband region or SB) to estimate the background. The exact location of the signal (signal region or SR) is unknown and scanned over \( m \). While broadly sensitive to new physics models with the targeted resonance, bump hunts are not particularly sensitive to any BSM model. Machine learning approaches that enhance the bump hunt use features \( x \) other than \( m \) to automatically amplify the presence of a potential signal.

Multiple strategies have been proposed for this task. Two key approaches are Classification Without Labels (CWOLA) Hunting [1–3] and Anomaly Detection with Density Estimation (ANODE) [4]. In this paper, we propose a new method combining the best of CWOLA Hunting and ANODE. With Classifying Anomalies THrough Outer Density Estimation (CATHODE), we train a density estimator to learn the (usually smooth) background distribution in the SB which we refer to as the “outer” region. Then we interpolate it into the SR, but rather than directly constructing the likelihood ratio as in ANODE, we instead generate \( \text{sample events} \) from the trained, interpolated background density estimator. These sample events should follow \( \mathcal{P}_{\text{bg}}(x) \) in the SR. Finally, we train a classifier (as in CWOLA Hunting) to distinguish \( \mathcal{P}_{\text{data}}(x) \) from \( \mathcal{P}_{\text{bg}}(x) \) in the SR.

Using the public R&D dataset [5] from the LHC Olympics (LHCO) [6], we will show that CATHODE achieves a level of performance (as measured by the significance improvement characteristic) that significantly surpasses the state-of-the-art for various amounts of signal. We also compare CATHODE to a fully supervised classifier (i.e. trained on labeled signal and background events) and an “idealized anomaly detector” (trained on data vs. perfectly simulated background).

2 The dataset

The main dataset used in this study follows the same prescription as in [4], corresponding to an LHC-like dijet resonance search. The background consists of 1M Standard Model (SM)-like events, whereas the signal consists of 1k events following a resonant signal with a resonance mass of 3.5 TeV. Figure 1 shows the distribution of the conditional feature \( m_{JJ} \) and the four auxiliary features, used to enhance the bump hunt: \( m_{J1}, \Delta m_{J1}, \tau_{21}^{J1} \) and \( \tau_{21}^{J2} \). The figure also highlights the SR, defined as \( 3.3 \text{ TeV} < m_{JJ} < 3.7 \text{ TeV} \). Note that this specific choice corresponds to the idealized scenario where the SR is centered around the actual signal resonance, whereas a realistic analysis would involve scanning over different choices.
The SR of the sample defined above, also referred to as the mock data, has a signal-to-background ratio of $S/B = 6 \times 10^{-3}$ and a significance of $S/\sqrt{B} = 2.2$. We also consider lower $S/B$ values.

The data-driven anomaly detection methods will be compared to simulation-based approaches and thus an additional SR background simulation of 272k events following the same distribution as the mock data background are used for training the idealized anomaly detector and the fully supervised benchmark. Furthermore, an evaluation sample is set aside, consisting of 340k background and 20k signal events. These are only used in the final performance comparison.

3 The CATHODE method

3.1 Conditional density estimation and sampling

The first step of the CATHODE method is to train a conditional density estimator on the outer data. Assuming the signal is mostly contained in the SR, the density estimator will learn $p_{\text{data}}(x|m \not\in \text{SR}) \approx p_{\text{bg}}(x|m \not\in \text{SR})$, where $m = m_{JJ}$ and $x$ are the auxiliary features. A Masked Autoregressive Flow (MAF) with affine transformations [7], whose architecture, training hyperparameters, and feature preprocessing are analogous to [4] is used as density estimator.

The mock data in the SB region is split into a training set consisting of 500k events, and a validation set consisting of the remaining SB events. The validation set is reserved for model selection. The losses on these two sets are tracked throughout training for each of the 100 epochs. The ten epochs (model states) with the lowest validation loss are selected for the event sampling.

The interpolation is automatically handled by the MAF. While it was trained on events with $m \not\in \text{SR}$ to learn a function $p(x|m)$, it can be queried for any value of $m$, including $m \in \text{SR}$. A sample of $N$ events are generated from each of the 10 chosen model states, using a kernel density estimate (KDE) fit to the distribution of $m_{JJ}$ in the SR. The KDE was implemented using the Scikit-learn library [8] with a gaussian kernel and a bandwidth of 0.01. The events are then combined and shuffled into a set of $10N$ sample points. This ensembling yields a more representative sample than a single model.

3.2 Classifier

The third step of the CATHODE method is to train a classifier to distinguish the generated background-like events from the SR data. For all the methods under investigation we use the same classifier architecture. This consists of 3 hidden layers with 64 nodes each and a binary cross-entropy loss.

The binary classifier, implemented with PyTorch [9], is trained for 100 epochs, using the Adam [10] optimizer with a learning rate of $10^{-3}$. When the classes (SR data or background-like events) are
imbalanced, they are reweighted in the loss computation accordingly, such that they contribute equally.

For this step, we divide the mock data in the SR in half, reserving 60k events for training the classifier and the remaining 60k events for validation (model selection). In a real-life application one would want to perform k-fold cross validation so as to not throw away half of the events. However, as this is a proof of concept we do not employ this here. We sample in total 400k events from the MAF generative model, which are distributed equally into the training and validation set for the classifier. During training, the loss is recorded on the validation set. The model states of the 10 epochs with the lowest validation losses are used to construct an ensemble prediction, in which the individual predictions of each data point are averaged.

3.3 Anomaly detection

Finally, the trained classifier is applied to data in the SR. The ultimate goal of an anomaly detector is to learn the likelihood ratio between the data and background. In the presence of an anomaly, we have

\[ p_{\text{data}}(x) = f_{\text{bg}}p_{\text{bg}}(x) + f_{\text{sig}}p_{\text{sig}}(x), \]

with \( f_{\text{sig}} = 1 - f_{\text{bg}} \ll f_{\text{bg}} \) the signal (anomaly) fraction. Although this signal fraction is unknown (along with the form of \( p_{\text{sig}}(x) \)), the likelihood ratio \( p_{\text{data}}(x)/p_{\text{bg}}(x) \) is nevertheless monotonic with the signal-to-background likelihood ratio. Therefore, if the CATHODE method works, the events that are tagged by the classifier as “data-like” should be signal enriched, regardless of the signal.

4 Results

We demonstrate the efficacy of the CATHODE method on the LHCO R&D dataset and quantify our results using the significance improvement characteristic (SIC), which is \( \epsilon_S/\sqrt{\epsilon_B} \) vs. \( \epsilon_S \) and \( \epsilon_B \) are the signal and background efficiencies of a cut on the classifier score. Note that these efficiencies can only be calculated using the underlying truth labels that we have access to in this dataset. Therefore the SIC curve is being used to demonstrate that the method could find the signal if it was present in the data. In an actual search, where truth labels are not available, one would have to combine the CATHODE method with a background estimation procedure (e.g. sideband interpolation as in the bump hunt) and compute a \( p \)-value under the background-only hypothesis.

Figure 2 (left) shows the SIC curves of the different anomaly detection methods trained on our baseline dataset. The comparison also includes the “idealized” anomaly detector, which sets an upper limit on what performance one can expect from an anomaly detection method, and the fully supervised benchmark, corresponding to a dedicated search. The curves show the median value and 68% confidence bands of 10 independent trainings, where all steps of each method (e.g. both density estimator and classifier for CATHODE) have been reinitialized in each run.

We see that overall, CATHODE either matches or hugely outperforms the other weakly supervised methods (ANODE and CWOŁA Hunting) across the entire range of signal efficiencies. At lower signal efficiencies, CATHODE reaches a maximum SIC of 14 compared to ANODE’s 6.5 and CWOŁA Hunting’s 11.

The previous discussion has been focused on the benchmark scenario with 1000 signal events injected into the background sample (corresponding to \( S/B \approx 0.6\% \) and \( S/\sqrt{B} \approx 2.2 \) in the signal region). The performance of the approaches at lower signal rates is explored in Figure 2 (right). Here, each method is evaluated 10 times for their maximum achieved significance at lower values of the signal/background ratio, each time with a different random separation of signal and background events into training, validation and evaluation sets. The hatched 68% confidence bands thus include the variance due to different realizations of the signal, along with reinitialized neural network trainings.

We see that CATHODE retains the highest significance improvement among the anomaly detection methods down to a signal fraction of about 0.25%, after which point none of the methods can raise the total significance to at least 3 \( \sigma \). We also see that across the entire range of relevant \( S/B \) values, CATHODE saturates the upper threshold set by the idealized anomaly detector. Therefore, the degradation in the performance of CATHODE as \( S/B \) decreases is not due to a failure of the CATHODE method, but is being set by limited statistics of the data in the signal region.
Figure 2: Left: significance improvement of the various anomaly classifiers as a function of the signal efficiency. Solid lines denote the median value of 10 fully independent trainings on the same fixed dataset, whereas the uncertainty bands contain 68% of these runs. Right: Achieved maximum significance, which is computed by multiplying the original significance by the maximum significance improvement, as a function of decreasing signal injections. The hatched 68% confidence bands here also incorporate the uncertainty from 10 different realizations of the signal and background events.

The CATHODE method as also been tested for its stability with respect to artificially introduced correlations, yielding near-optimal stability. More details on this are included in the Appendix A.1.

5 Conclusions

We have proposed a new method to detect anomalous regions in data that operates without specific model assumptions beyond the existence of a bump. This new CATHODE protocol can be seen as a synergy of the CWoLa Hunting and ANODE algorithms. Using the LHCO R&D dataset, we empirically test this procedure. Here, CATHODE achieves superior performance, as measured by the significance improvement characteristic, compared to CWoLa Hunting and ANODE. CATHODE reaches a maximal SIC of 14, compared to 11 for CWoLa Hunting and up to 6.5 for ANODE. Interestingly, CATHODE closely approximates an idealized anomaly detector’s performance and—for low signal efficiency—even approaches a fully supervised classifier. The overall ability of anomaly detection algorithms decreases with the amount of signal present, and CATHODE achieves a significance of at least 3 \( \sigma \) down to an S/B ratio in the signal region of about 0.25%.

This gain likely comes from the two main innovations in the construction: using one density estimator instead of two (as in ANODE) simplifies the learning task, and only comparing events inside (either real or transported to) the signal region removes the problem of correlations for the classification task.

Given the widespread interest in deploying anomaly detection methods, the increased significance improvement and robustness of CATHODE compared to previous approaches should directly translate into more sensitive searches and might also enable applications outside of particle physics.
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A Appendix

A.1 Performance in the presence of correlations

In a realistic application of anomaly detection, the signal and its properties are unknown. Therefore, one needs to be able to choose the set of auxiliary variables $x$ as arbitrarily as possible, in order to gain generic discrimination power through them. However, some anomaly detection algorithms (e.g. CWoLA Hunting) are known to break down once there are significant correlations between $x$ and $m_{JJ}$, thus limiting the choice of candidates for $x$.

As in [4], we test this effect by introducing an artificial correlation between $x$ and $m_{JJ}$ via shifting the features $m_{JJ}$ and $\Delta m$ in each event according to

$$m_{JJ_1} \rightarrow m_{JJ_1} + 0.1 m_{JJ}$$
$$\Delta m \rightarrow \Delta m + 0.1 m_{JJ}$$

(2)

The CATHODE method is applied to the shifted dataset in the otherwise same setup as described in Section 3. The same benchmark methods as in Figure 2 are tested on this shifted data analogously and compared in Figure 3.

We see that to varying degrees, each of the different anomaly detection methods (as well as the supervised classifier) suffer from a performance loss due to the shift. In more detail:

1. Most notably, the CWoLA Hunting performance breaks down. This is completely expected, because the classifier can trivially deduce from the difference in $m_{JJ}$ distribution whether a data point comes from the signal region or sideband, rather than learning the desired likelihood ratio.

2. Interestingly, the performances of the idealized anomaly detector and the supervised classifier also degrade due to the shift in $x$, with the degradation largest at lower signal efficiencies. We surmise that this is due to the fact that the classifiers are trained on $x$ alone and not $m_{JJ}$; adding $m_{JJ}$ to $x$ then is effectively like smearing $x$ by another independent random variable. This in turn makes the signal less localized relative to background, which would degrade the performance of even an optimal classifier—especially at lower signal efficiencies where the classifier is benefitting most from the localization of the signal relative to the background.

3. The ANODE method involves density estimation alone and not the classifier, which means that it does not have the same sensitivities to correlations that CWoLA Hunting does. However, we see from the ratio plot in Figure 3 that there is a drop in the performance of ANODE due to the shifted features, primarily at higher signal efficiencies. We attribute this to a combination of a more smeared out and difficult-to-find signal (as in the previous case), as well as worse density estimation in the presence of correlated or noisy features.
4. Finally, we come to the CATHODE method. Since CATHODE involves both density estimation and classification, we can think of it as a hybrid of ANODE and the idealized anomaly detector. Indeed, from Figure 3 (right), it is striking how CATHODE’s performance degradation appears to be a “sum” of that of ANODE at higher signal efficiencies and the idealized anomaly detector at lower signal efficiencies. From Figure 3 (left), we see that at lower signal efficiencies, CATHODE is still comparable to the idealized anomaly detector and supervised classifier. Therefore, whatever is degrading the performances of the latter two is also affecting CATHODE in a similar way. Meanwhile, at higher signal efficiencies, CATHODE is noticeably worse than the idealized anomaly detector and seems to be tracking ANODE instead. Here we may be seeing the additional effect of poorer density estimation as for ANODE.

A.2 Code and data

The code for this paper can be found at https://github.com/HEPML-AnomalyDetection/CATHODE. The LHC Olympics R&D dataset can be found at https://zenodo.org/record/4287846.
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