
Score-based Seismic Inverse Problems

Sriram Ravula1 Dimitri Voytan1 Elad Liebman2 Ram Tuvi2 Yash Gandhi2
Hamza Ghani2 Alexandre Ardel2 Mrinal Sen1 Alexandros G. Dimakis1

1The University of Texas at Austin 2SparkCognition Research
{sriram.ravula, dvoytan, mrinal}@utexas.edu, dimakis@austin.utexas.edu

{eliebman, rtuvi, ygandhi, hghani, aardel}@sparkcognition.com

Abstract

We present a new family of score-based models designed specifically for seismic
migration. We define a sequence of corruptions obtained by migration artifacts
created by reverse time migration (RTM) as the number of measurements changes.
Our network is conditioned on the number of source locations and refines the
reconstructed image over an annealed sequence of steps. Experiments on synthetic
seismic data show that we can reconstruct geological details using a very small
number of sources. Our method produces significantly higher-quality images
compared to posterior sampling using standard score-based generative models and
supervised seismic migration baselines.

1 Introduction

Linear inverse problems consist of reconstructing an unknown signal or image x∗ ∈ Rn from linear
observations, y ∈ Rm where the observations are created by a linear transformation plus noise:
y = A(x∗) + ϵ. The forward operator A is a discretization of the forward physical process that
produces the measurements from the unknown system. In this paper we are interested in seismic
imaging which is modeled by a linear inverse problem where x∗ corresponds to subsurface images of
the earth. Seismic imaging is useful for carbon sequestration, understanding the geologic history and
the evolution of the Earth, and finding natural resources.

The least squares solution to the linear inverse problem is x∗ = (A†A)−1A†y, where A† is the
adjoint of A and, in the context of seismic imaging, (A†A)−1 is the inverse Hessian. The Hessian
(and particularly its inverse) cannot be realized because each measurement is a collection of time-
series that involves typically thousands of samples multiplied by thousands of sensors, requiring
terabytes of memory even for a small number of shots. A standard method used in seismic imaging
is Reverse Time Migration (RTM) (see e.g. [20]), which circumvents inverting the Hessian with an
adjoint approximation. State of the art software like Devito [10, 11] performs RTM by discretizing
the partial differential equations of A† and computes y from x∗ through a finite difference solver.

On the other hand, unsupervised deep learning methods for inverse problems have been yielding
significant benefits over classical and sparsity-based methods [1, 2, 3, 12, 16]. Unfortunately, it is
very challenging to directly apply these methods to seismic imaging since they typically require
access to the forward operator.

Our Contribution. We present a new family of score-based models which can be trained from a
sequence of baseline reconstructed images with varying numbers of measurements. The baseline
reconstructions are created by Devito using RTM and aggregated to create the sequence of images
with varying numbers of measurements as we subsequently explain. Our network is conditioned
on the number of source locations and refines the baseline RTM image over an annealed sequence
of steps. Our experiments show that our annealed process can reconstruct geological details using
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dramatically fewer measurements (as much as five times) compared to standard RTM as well as
posterior sampling with Langevin Dynamics using NCSNv2 [17].

Figure 1: Visual denoising results. We denoise migration artifacts from RTM images made with 1 and 5 shots
using our method and posterior sampling with NCSNv2 [17]. The fully-sampled RTM images in the right-most
column are made with 243 shots, which is the maximum value for all slices in our synthetic dataset. The main
feature of interest in this example is the prominent salt structure indicated by the black box in the fully-sampled
image in the second row. Remarkably, our method recovers the lower boundary of the salt, highlighted by
the light-blue box and light-blue arrows with just 5 measurements, while posterior sampling with Langevin
Dynamics creates a poor reconstruction. Furthermore, our method better recovers the top of salt and shallow
sediments, indicated by the black arrows, than Langevin sampling.

Background. Marine seismic acquisition involves making many measurements of subsurface echos
with instruments placed near the ocean surface. Each measurement is initiated by a towed airgun
which generates a pressure pulse. We refer to each measurement as a source or shot. The instruments
record the pulse after it propagates through the Earth, generates reflections from contrasts in geologic
layers, and returns to the Earth’s surface.

For a set of given measurements y ∈ Rm, m = ℓτ where ℓ is the dimension of measurements for a
single source, τ is the total number of sources, and y = [y1,y2, . . . ,yτ ]

T is a vector denoting the
measurements yi ∈ Rℓ from individual sources. For each source i we can create a single-shot image
xi using RTM that partially describes the full seismic scene. The true seismic image x∗ we seek to
recover can be described simply as the mean of all available single-shot images: x∗ = 1

τ

∑τ
i=1 xi.

We can also characterize a partial, or k-shot image xk made with k out of the available τ shots, where
xk = 1

k

∑k
j=1 xj . For each value of k we have

(
τ
k

)
possible k-shot images, each formed by taking

different combinations of k single-shot images.

We can consider the k-shot images to be drawn from a sequence of unknown conditional image
distributions pk(xk|x), k = 1, 2, . . . , τ where x := xτ . Empirically, the more shots included in a
partial seismic image, the closer the partial image is to the true image we wish to recover. This is
reflected in the sequence of partial distributions, so that as k → τ the sequence converges to the true
distribution of fully-sampled seismic images pτ (xτ |x) := p(x).

Seismic Score Network. Inspired by the success of score-based generative models for solving
inverse problems, we propose to train a network with a supervised variant of denoising score matching
[18] to recover fully-sampled seismic images. Instead of adding artificial Gaussian noise to create
intermediate perturbed data distributions, we estimate the natural sequence of perturbed distributions
that results from creating RTM images with varying numbers of measurements. During inference, we

2



use a variant of annealed gradient ascent in which our trained network traverses from small to large
values of k to smoothly remove artifacts from RTM and recover important features.

We train a neural network fθ(x
k, k) to minimize the following loss:

L(θ; τ) = 1

τ − 1

τ−1∑
k=1

λ(k)ℓ(θ; k), (1)

where the loss for each value of k is given by:

ℓ(θ; k) =
1

2
Epdata(x)

Exk∼pk(xk|x)

[ ∣∣∣∣∣∣∣∣fθ(xk, k) +
xk − x

σ2(xk,x)

∣∣∣∣∣∣∣∣2
2

]
. (2)

Here, σ(xk,x) :=
√
||xk − x||22/n, i.e. the root mean squared error (rmse) between the k-shot image

and the fully-sampled image. λ(k) = σ2(xk,x) are hyperparameters that scale each loss term so
their magnitudes are balanced. We also calculate the running empirical mean of the σ(xk,x) values
encountered during training for each value of k and store them as parameters {σk}τ−1

k=1. We incorporate
the value of k in the input of the network by conditioning the output as fθ(xk, k) := fθ(x

k)/σ(xk,x)
for an unconditional network fθ(x

k). During inference, when we do not have access to the ground
truth sample x we use the mean rmse instead and condition as fθ(xk, k) := fθ(x

k)/σk.

Although Eq. (2) is similar to denoising score matching [18], it does not estimate the true score
function ∇ log pk(x

k), pk(xk) :=
∫
pk(x

k|x)pdata(x) since the noise process that generates mi-
gration artifacts in few-shot seismic images does not have a known, differentiable density function.
Regardless, the loss in Eq. (2) provides a useful signal for the network to learn the best direction to
go from a k-shot seismic image with migration artifacts to a fully-sampled image.

During inference, we are given seismic measurements yi = A(x∗; i) + ϵ, for shot indices i =
1, 2, . . . , k0, where k0 < τ . In other words, we are given a subset of the maximum number of
available measurements. We form a few-shot image xk0 by performing RTM on each measurement
yi and then averaging the resulting images. Letting x0 = xk0 and kt|t=0 = k0, we perform the
update:

xt+1 ← xt + αkt
fθ(xt, kt). (3)

Starting from the initialization, we run T steps of Eq (3) while conditioning the network on k0 shots.
Using the output of that process as the next initialization, we again run T steps while conditioning
on k0 + 1 shots. We repeat this process until we iterate T times for τ − 1 shots and output the final
image. For each successive noise level, we anneal the step size αkt

at the rate ϵ · (σ2
k/σ

2
τ−1), where

σk is the empirical mean of the rmse for k-shot images that we calculated during training.

By traversing the number of shots k, our network iteratively moves the solution closer to the
intermediate image distributions pk0

(xk0), pk1
(xk1), . . . , pτ−1(x

τ−1) in sequence. The annealed
step size has the effect to dampen updates to the solution as it gets closer to p(x). While the final
distribution our algorithm traverses is pτ−1(x

τ−1) and not p(x), images from each distribution are
perceptually indistinguishable for sufficiently large τ .

2 Experimental Results

We show that our proposed method is effective for removing migration artifacts from few-shot RTM
images. We build our dataset from SEAM, which is a 3D synthetic environment that mimics a real
marine seismic setting [4]. We take 2D slices of the environment and simulate τ = 243 measurements
for each slice, then calculate single-shot RTM images for each measurement. The resulting dataset
contains 8047 total slices, which we split into a training set with 7847 slices and a test set with 200
slices. The migrated images are single-channel and have a resolution of 751×625.

For all experiments with our method, we use a model trained with the loss in Eq. (1). We perform
inference with T = 2 and ϵ = 2 × 10−8. As a baseline, we compare to posterior sampling with
Langevin Dynamics using NCSNv2 [17]. Since it is infeasible to differentiate through the forward
operator A, we instead model the gradient of the log likelihood as ∇xt

1
n ||x

k − xt||22 where xk is the
initial few-shot image and xt is our estimate at iteration t. We also scale the log likelihood gradient
by a term ζt which we anneal as t → ∞, as in previous works [5, 6]. For the architecture of both
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Figure 2: Quantitative denoising results. Top row: equal source spacing. Bottom row: random source
spacing. We present the mean PSNR and SSIM for denoising migration artifacts from RTM images using our
method and posterior sampling with NCSNv2 [17]. Shaded regions indicate 95% confidence intervals. Our
method consistently outperforms Langevin Dynamics and improves PSNR and SSIM from the initial image
across all shot counts.

our model and the NCSNv2 baseline, we use a variant of the RefineNet [9, 8] presented in [17]. We
train both models using the Adam optimizer [7] with a learning rate of 2× 10−5 and epsilon of 10−3.
Both models are trained for 500 epochs with a batch size of 32.

Qualitative Results. In this experiment, we choose a slice from the test set and create 2 RTM
images with 1 and 5 shots, respectively. We denoise each image using our method and Langevin
Dynamics and present the results in Figure 1. We are interested in recovering the boundaries of
the large salt structure indicated in the fully-sampled image. The k-shot images show significant
migration swings, which particularly obscure the top, right, and bottom boundaries of the structure.

Our method is able to recover the general outline of the salt structure from just a single shot. Langevin
Dynamics removes the significant migration swings in the left half of the single shot image, but
reconstructs a non-existent structure and completely misses all but the left boundary of the salt.
At 5 shots, our method accurately finds the bottom of the structure whereas Langevin Dynamics
attenuates this feature. In general, Langevin Dynamics removes fine migration swings in the shallow
sediment to the left and right of the structure better than our method. However, we find that our
method outperforms Langevin Dynamics for distinguishing important features in the subsurface from
migration swings.

Quantitative Results. In this setting, we create RTM images with k = 1, 3, 5, 10, 20, 40, 75, and
120 shots for slices in the test dataset and reconstruct them using our method and posterior sampling
with Langevin Dynamics. We perform this process with both randomly-spaced shots and equally-
spaced shots. We report the mean PSNR and SSIM [19] values, as well as 95% confidence intervals
for the reconstructions and for the initial k-shot images w.r.t. the fully-sampled images in Figure 2.

For both random and equal shot spacing, our method matches the performance of posterior sampling
in PSNR and SSIM with up to 5× fewer measurements. Our method exhibits higher variance
than posterior sampling in PSNR for high values of k, but lower variance in SSIM across most
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measurement ranges. In addition, our method consistently improves on the initial k-shot RTM
images, while the reconstruction ability of posterior sampling saturates between k = 40 and k = 75
and actually produces reconstructions that reduce image quality. Overall, our method outperforms
posterior sampling with Langevin Dynamics across all measurement ranges.

Broader Impact

We propose a method for removing migration artifacts from seismic images. Seismic imaging is a
crucial tool for geologists and geophysicists to understand regional tectonics and stress fields, relative
timings of depositional events, and the evolution of deep-water sedimentary systems [14, 13]. This
information is useful for understanding the geological history of a region and the potential for natural
disasters such as earthquakes and tsunamis [15], for carbon sequestration, and for finding natural
resources. By reconstructing seismic images that capture important geological details with up to 5×
fewer measurements than other methods, our method can significantly reduce the cost of measurement
acquisition for scientific surveys. For applications in natural resource extraction, the improvement in
reconstructed image quality over other methods can lead to a reduction in unnecessary exploration,
and therefore a reduction in negative environmental impacts from activity such as drilling.
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