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Abstract

Computational Fluid Dynamics (CFD) simulation involves the solution of a sparse
system of linear equations. Faster convergence to a physically meaningful CFD
simulation result of steady-state physics depends largely on the choice of optimum
value of the under-relaxation factor (URF) and continuous manual monitoring
of simulation residues. In this paper, we present an algorithm for classifying
simulation convergence (or divergence) based on the residues using a spiking
neural network (SNN) and a control logic. This algorithm maintains optimum
URF throughout the simulation process and ensure accelerated convergence of
the simulation. The algorithm is also able to stabilize and bring back a diverging
simulation to the converging range automatically without manual intervention. To
the best of our knowledge, SNN is used for the first time to solve such complex
classification problem and it achieves an accuracy of 92.4% to detect the divergent
cases. When tested on two steady-state incompressible CFD problems, our solution
is able to stabilize every diverging simulation and accelerate the simulation time by
at least 10% compared to a constant value of URF.

1 Introduction

System of linear equations governing the model of solid-fluid interactions in Computational Fluid
Dynamics (CFD) domain are usually solved using iterative methods [6, 19, 7] to reach to an acceptable
numerical solution. This iterative process is time consuming, compute intensive, and the solution
does not guarantee convergence to a physically meaningful solution for a given set of simulation
parameters. This results into huge waste of man hours and computation resource. Though controlling
factors such as under relaxation factor (URF) and convergence indicators such as simulation residue
history (SRH) are tuned to ensure convergence, but it requires manual intervention to select suitable
values. Thus, an automatic monitoring mechanism of residue history (to interpret convergence or
divergence) and a subsequent control logic to auto-tune the URF would help in: (i) stabilising a
diverging simulation, (ii) reaching faster convergence by accelerating converging simulation.

Fuzzy logic based approaches [15, 3] and Expression based methods [12, 20] have been applied
to calculate & control URF but they tend to increase the computation time and are not applicable
across all classes of CFD problems. RL based acceleration methods [13] for CFD simulations are
computationally expensive and slow. Looking at the compute-intensive nature of simulation and to
cater the requirement of early detection of divergence from as less data as possible, use of Spiking
Neural Networks (SNN), a 3rd generation ML framework inspired from functionalities of mammalian
brain, can be a good choice to reach to a useful solution [14]. SNNs are comparatively faster to
learn from sparse data and are far less compute & power intensive. SNNs achieve this through
asynchronous event handling and co-location of memory and computation [1, 4, 22].
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In this paper, we propose an improved and robust solution to stabilize diverging CFD simulations and
accelerate the converging CFD simulation by keeping the URF to its optimum value. The residual
value over time is treated as a continuous time series. Current data of a fixed size window from this
time series is passed to the SNN to be classified either as diverging or as converging. Depending on
the classification, a control logic is used to change the URF. The classifier and control logic work
together without interfering with the CFD simulation i.e. the process is non-invasive and works
in parallel to the simulation. We demonstrate the efficacy of our approach via two steady-state
incompressible CFD problems namely Backward Facing Step and Flow inside Tundish. We verified
our findings by running the algorithm with OpenFOAM [18] and Ansys Fluent [11] simulators. We
found that (i) the SNN is able to detect the divergent cases with 92.4% accuracy (with window size =
30), (ii) our solution is able to stabilize each and every diverging simulations and finally, (iii) it is
also able to accelerate the simulation time by at least 10% compared to a fixed URF value.

2 Spiking Neural Network: Methodology & Architecture

Figure 1: Architecture of the reservoir based SNN classifier
As shown in Fig. 1, proposed spiking neural network architecture comprises of three main blocks: (i)
Spike encoder, (ii) Spiking reservoir and (iii) Classifier.

The Spike Encoder. Unlike classical ANNs, SNNs can work with spike inputs only. Spike Encoder
block converts real-valued time series of residual values, denoted by F(t) in Fig. 1, into representative
spike trains. Of the two popular soft spike encoding techniques namely rate encoding (information
is encoded in terms of the number or rate of firing of a neuron) and temporal encoding (encodes
information based on the temporal distance between spikes i.e. inter-spike interval) here we have
used the latter as it is more efficient to encode temporal signal than the former.

The Spiking Reservoir. The encoded spike trains are fed into the second block of our architecture
namely, a reservoir based SNN. The reservoir is a sparse and recurrently connected population of
excitatory and inhibitory neurons, where each neuron is connected to a set of other neurons in the
same population in a probabilistic fashion such that resulting dynamics of the network remains
stable. Reservoir based SNN is best suited for extracting spatio-temporal features [10, 5, 21]. The
sparse input and recurrent weights with directed cycles act as a non-linear random projection of the
input feature space to a high dimensional spatio-temporal embedding space, where implicit temporal
features become explicit. These embeddings are captured as neuronal traces of the reservoir neurons.
In the reservoir, we have kept 400 excitatory and 100 inhibitory neurons, keeping in mind the 4:1
ratio in its biological counterpart. We have used Leaky Integrate & Fire (LIF) [8] neurons here with
the membrane decay constant = 30. We have used a time-shifted version of F (t), namely F (t− n),
and feed it into the reservoir after encoding, so that the activity of the reservoir always remain above
an acceptable threshold. Here, n lies in range [5,10].

Classifier: The neuronal trace values of the excitatory reservoir neurons are fed into a Logistic
Regression based classifier that is trained with corresponding class labels. Once training is done,
the neuronal trace values corresponding to testing data are fed into this classifier to get the final
classification result.

3 Control Logic and Simulation
Control Logic. The rule for changing the URF depends on the output of the classifier. For a diverging
simulation, the URF is reduced in steps of 20% so that simulation stabilizes quickly. For converging
simulation, the URF is increased in steps of 1% as we want to accelerate the simulation slowly.

Simulation Stabilization & Acceleration. The integrated view of classifier & control algorithm
along with the simulation is shown in Fig. 2. The simulation for a defined CFD model starts with a
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small URF value and is continuously monitored via the SRH log file. We discard first 5 iterations (as
they might not be stable) and the SNN classifier takes SR values in a window of next 30 iterations as
a time series to predict its convergence behaviour. The CFD model is updated with a new value of
URF based on the aforementioned control logic and the same loop of iteration and classification goes
on until the system reaches convergence. The activities in Green and Blue block are independent of
each other.

Figure 2: Integrated workflow of classifier and control (Blue block) with the simulation (Green block)

4 Experimental setup, Results & Discussion

Dataset Generation. Ten benchmark and validated cases of CFD are selected from OpenFOAM in
order to generate training data. All the model variables corresponding to each of these CFD cases
were kept constant except the URF of pressure variable which is changed in steps of 0.1 in the range
[0.1, 1.8]. Each simulation terminal output is recorded in a log file and is parsed to get the SRH
that has data for initial and final residue of the flow field variables. The recorded data is labelled as

“converging” or “diverging” classes as per simulation outcome. A total of 140 converging and 140
diverging SRH data is generated. Number of iterations in each of this residue data vary from few
hundred to thousands for diverging and converging simulations respectively. Each of these data files
are split into smaller SRH data of 30 iterations, with the same labelling as that of the series. A total
of 1200 such windowed data sets for each classes were taken for training and testing.

Training and Performance of SNN classifier. 900 samples of each class from the dataset were used
for training and rest 300 were used for testing the SNN classifier. We have considered 9 features
of CFD simulation namely, initial and final residue of pressure, velocity (x, y) components and
local, global and cumulative continuity. Each sample time series from training set is segmented into
windows of a particular length. To decide upon the optimal length of the window, we have trained the
network with data of different window sizes and measured the corresponding testing accuracy. As
shown in Fig 4f, window size 50 provides highest accuracy 94.9% but performance does not degrade
much with reducing window size, till it reaches low values such as 25 or 20. Lower the window size,
faster will be the recognition of divergent time series. We have taken window size = 30 as optimal for
our experiments. The network has achieved an accuracy of 92.4%. Also the time for prediction of
one label is around 8 seconds running on a 32 GB RAM CPU machine.

(a) (b)

Figure 3: (a) Backward facing step geometry - a developed steady turbulent flow of air enters through
the inlet and comes out through outlet. (b) Tundish geometry - molten steel enters through the inlet
and comes out of the outlet, dam and weir help in removing impurities.

CFD Test Cases. We have tested the proposed system on two different steady-state incompressible
CFD problems namely, Backward-facing step [17] and Flow inside a Tundish [16] implemented in
OpenFOAM v7 [18] and Ansys Fluent v19 [11]. A Backward Facing Step is widely known for its
application in the studies on turbulence in internal flows (refer Fig. 3a). A Tundish is a reservoir in
continuous casting unit of steel(refer Fig. 3b).
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(a) Backward facing step problem solved using Fluent
starting with pressure URF=0.7

(b) Flow inside Tundish problem solved using Open-
FOAM starting with pressure URF=1

(c) Backward facing step problem solved using Fluent starting with
pressure URF=0.3

(d) Scaled plot of (c) to show the
simulation acceleration

(e) Backward facing step problem solved using OpenFOAM
starting with pressure URF=0.2

(f) Variation of classifier accuracy
with different window sizes.

Figure 4: CFD simulation performance with and without proposed model.

Results and Discussion: As shown in Fig. 4a, in the first step of simulation of Backward Facing
Step, the URF value increases by 1% from 0.7 to 0.707 (following the control logic) as the classifier
predicted convergence. At the next prediction, the classifier predicts divergence and the URF value
is reduced by 20% to 0.5656. In this way, the classifier and control logic update the URF value at
intervals of 30 iterations. Fig. 4b shows the simulation behaviour for the Tundish. The efficacy of our
system is established by the Green and Red curves which represent the simulation behaviour with
and without URF control. Our solution is able to stabilize 100% of the diverging simulations.

Another utility of our system is to accelerate a converging simulation. As shown in Fig. 4c, the URF
value for a converging Backward Facing Step simulation is rising slowly from 0.3 till 0.5 in steps of
1%. A zoomed view of Fig. 4c near convergence, as shown in Fig. 4d, shows that the residue plot
with control cuts the log of scaled residue value at 1e-5 much before residue plot without control.
Here, we have achieved 10% reduction in number of iterations. In case of Backward facing step, a
significant reduction in the number of iteration is observed (refer Fig. 4e). Even if we start with low
or high URF value, the model is observed to provide positive gains by accelerating simulation.

Conclusion and Future Works. Our proposed solution is generic and can be integrated with any
CFD tools. This automated process saves a lot of manual effort and time thereby making it beneficial
for many industry scale CFD problems that run for days. Moreover, the SNN model can easily be
retrained with additional data to improve the accuracy and to cater to different classes of problems.
In future, we intend to improve the existing fixed control logic to an adaptive URF controller varying
with the SR value. We also intend to test the performance and power consumption of the SNN by
running it on a real neuromoprhic hardware such as Intel Loihi [2, 9] or Brainchip Akida [1].
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