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Abstract

Coadded astronomical images are created by stacking multiple single-exposure
images. Because coadded images are smaller in terms of data size than the single-
exposure images they summarize, loading and processing them is less computa-
tionally expensive. However, image coaddition introduces additional dependence
among pixels, which complicates principled statistical analysis of them. We present
a principled Bayesian approach for performing light source parameter inference
with coadded astronomical images. Our method implicitly marginalizes over the
single-exposure pixel intensities that contribute to the coadded images, giving it
the computational efficiency necessary to scale to next-generation astronomical
surveys. As a proof of concept, we show that our method for estimating the loca-
tions and fluxes of stars using simulated coadds outperforms a method trained on
single-exposure images.

1 Introduction
The next generation of astronomical surveys, including the Rubin Observatory’s Legacy Survey of
Space and Time (LSST), will produce massive quantities of image data. Measurements of large
structures in our universe based on this data will allow us to constrain cosmological parameters to
unprecedented levels of precision [1]. These analyses rely on combining multiple single-exposure
astronomical images into a single coadded image by linearly combining stacked pixel intensities.
Relative to the single-exposure images on which they are based, coadds are nearly three orders of
magnitude smaller in terms of data size and have greater image depth [2]. As a result, coadded images
are much easier to analyze: they are faster to load and have higher signal-to-noise ratios.

However, coadded images are more difficult to interpret in a statistically principled way than single-
exposure images. The single-exposure images contributing to a coadd vary in point spread function
(PSF) and require resampling to be aligned to a common grid [3, 4]. Resampling and PSF homoge-
nization create additional covariance between nearby pixels, complicating statistical inference on
coadds; whereas in the raw images, pixel intensities are well modeled as independent conditional on
the latent properties of nearby stars, galaxies, and the background, in coadds they are not.

Bayesian Light Source Separator (BLISS) is a scalable probabilistic method for detecting and
cataloging astronomical objects using single-exposure images [5]. In the current work, we extend
the BLISS model to create a fully generative model of coadded images (Section 2). The true
coaddition process is deterministic and well understood, so modeling it requires few assumptions.
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In single-exposure images, BLISS models pixel intensities as conditionally independent given the
latent properties of imaged light sources; each pixel has an observed pixel intensity sampled from
a Poisson distribution with the underlying intensity, unique to that pixel, as its rate. This approach
breaks down for coadds, in which pixel intensities are not independent given the latent properties of
imaged sources. To account for coadds, we add a unique latent variable for each pixel in a raw image
that contributes to the observed coadd.

We leverage forward amortized variational inference (FAVI) [6], a computationally efficient approach
that implicitly marginalizes over the new latent variables corresponding to the pixel values from
single-exposure observations (Section 3). These new latent variables are nuisance variables; we
wish to infer only the properties of imaged light sources. FAVI effectively ignores large numbers of
nuisance latent variables in its optimization routine. This approach is thus a computationally efficient
way of performing principled Bayesian inference on coadded images.

We compare results of four trained BLISS encoders with varying numbers of coadded single-
exposures. We find that our method applied to coadds outperform the method applied to single-
exposures, in terms of detection and flux metrics (Section 4). Our results illustrate the feasibility of
performing principled end-to-end Bayesian inference on image coadds for downstream analyses. The
source code for these studies is available at https://github.com/prob-ml/bliss.

2 Statistical Model
We first describe the generative model for single-exposure images. We generate single-exposures
of size 90× 90 following [7]. We generate simulated images of stars using a constant (but realistic)
PSF, denoted Π, from SDSS [8]. We characterize stars with two parameters: location ℓ and flux f .
Our single-exposures model an SDSS r-band exposure with only stars.

We sample star parameters from the prior as follows. First, we sample the number of stars S in the
image from a Poisson distribution with mean rate λ = 3. We uniformly sample independent centroids
for each source s = 1, 2, ..., S within the central 40× 40 pixel square of the image. Finally, the flux
follows a truncated power law distribution: fs ∼ Pareto(fmin, fmax, α), where fmin = 622 counts,
fmax = 106 counts, and α = 0.47. We denote the catalog z = {ℓs, fs}Ss=1 as the collection of the
parameters of all the stars in that image.

To generate a coadd y, we first need to create the set of d aligned single-exposures x = {x(i)}di=1
that are stacked for a given coadd. To create this set, we repeat the single-exposure procedure d times
with the same catalog z, but we vary (dither) the location of every star in a given single-exposure by
the same random sub-pixel shift between −0.5 and 0.5 in both horizontal and vertical directions. We
independently sample this location noise for each exposure. We then align the d single-exposures
using a reference grid G0, which corresponds to the not-dithered reference single-exposure x0. We
bilinearly interpolate the dithered single-exposures at the grid points G0, then crop the border of all
exposures, resulting in 88×88 images. The result is the set of aligned single-exposures x = {x(i)}di=1
all evaluated on a common reference grid G0. The top panel of Figure 1 illustrates our alignment and
interpolation procedure. Note, the interpolation step is a weighted average between adjacent pixels
given the sub-pixel dither. Critically, the alignment procedure induces a correlation between adjacent
pixels and has a smoothing effect: each aligned exposure no longer follows a Poisson noise model.

In our model, the coadd is a weighted sum of the single-exposures images: y =
∑d

i=1 w
′
ix

(i) where
w′

i = wi/
∑d

j=1 wj . We use an inverse variance weighting scheme, which results in an optimal signal-
to-noise ratio for detecting objects in the coadd [9]. Specifically, the weights are wi = (b+ u(i))−1,
where u(i) is the signal of the single exposure x(i) and b is the constant background intensity (b = 865
counts).

The bottom panel of Figure 1 illustrates an example single-exposure and corresponding coadds of
d = 5, 10, 25 from left to right. By increasing d, we can increase the signal-to-noise ratio (SNR) of
light sources; objects undetectable in a single-exposure may be more visually obvious in a coadd.

3 Posterior Inference
We wish to approximate the posterior distribution p(z | y) of the catalog z given the observed
coadd image y. However, the coadd image is potentially made up of many single-exposure images
x = {x(i)}di=1. In principle, a fully Bayesian approach would need to model both the catalog z and the

2

https://github.com/prob-ml/bliss


Figure 1: Top: Cartoon outlining grid interpolation for alignment. Bottom: Comparison of a single-
exposure (leftmost panel) with coadd images comprised by an increasing number of single-exposures
d = 5, 10, 25. All images contain stars with the same locations and fluxes and have dimensions
88× 88 pixels. For more details on the generation process see Section 2.

random pixel intensities belonging to all single-exposures x given the observed coadd p(z,x | y), and
then marginalize over x by performing the integral

∫
x
p(z,x | y)dx. This integral is computationally

intractable given the very large number of latent variables that need to be marginalized over (one per
pixel of each single-exposure making up the coadd). For our model, common Bayesian inference
techniques such as MCMC and traditional variational inference would be extremely computationally
expensive to perform because they would require explicitly modeling large numbers of nuisance latent
variables. In general, these nuisance latent variables cannot be marginalized analytically. Instead,
we use Forward Amortized Variational Inference (FAVI) [6], a recently developed likelihood-free
approach to amortized variational inference that uses the forward Kullback-Leibler (KL) divergence
in a joint-contrastive variational loss.

Assuming a flexible enough encoder, the global optima of the FAVI loss is guaranteed to be p(z | y)
with a FAVI loss that consistently marginalizes x. The FAVI loss implicitly marginalizes over x
simply by excluding these variables from the objective, without having to consider their dependency
with the catalog z. This allows us to approximate p(z | y) directly with a variational distribution
q(z | y), and optimize choosing q based on the FAVI loss as described in detail next.

Training and Architecture
Our inference routine reuses BLISS [5] code, which already employs the FAVI loss to infer light
source counts, locations, and fluxes in single-exposure images. In [5], the input to the encoder neural
network consists of single-exposure images, each split into equal-sized tiles. The weights of the
neural network, ϕ, parametrize a variational distribution qϕ(z | x). The variational distribution
approximates the true marginal posterior, p(z | x), on the catalog, z, given a single-exposure, x. We
choose a variational distribution that factorizes over the tiles. For each tile, the variational distribution
further factorizes over a categorical distribution for the number of light sources, a logit distribution
for the (normalized) locations, and a log-normal distribution for the fluxes. The encoder outputs the
parameters in each tile, which are used to compute FAVI loss on each tile and then summed over all
tiles of each image. This loss is used to optimize the neural network weights ϕ.

To extend BLISS to coadds, we retrain the BLISS encoder uses the training procedure in [5, 7]
to approximate the marginal posterior of the true catalog given the coadd with a new variational
distribution qϕ(z | y). The only modification required is to use coadds as images for training instead
of single-exposures. We train four different encoders with different numbers of d coadded single-
exposures: 1, 5, 10, 25. The encoder trained with one exposure is just the original BLISS encoder
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trained on single-exposures with no dither and no interpolation. For each of these encoders, we fitted
a variational distribution that outputs counts, locations, and fluxes of stars.

The neural network in the encoder consists of a combination of convolutional, batch-norm, and
dropout layers using ReLUs as an activation. We use PyTorch [10] and the Adam optimizer with a
learning rate of 10−4. For optimization, we use an NVIDIA GeForce RTX 2080 Ti GPU. For both
the single-exposure encoder and the coadd encoders we trained for 30 epochs, where each epoch
consisted of a fixed set of 10000 images of size 88× 88. Each encoder type was trained on the same
dataset five times with different random seeds in order to estimate epistemic uncertainty.

4 Validation Metrics and Results
Figure 2 shows the results of the trained BLISS encoders with increasing numbers of single exposures
(d = 1, 5, 10, 25), evaluated on test datasets with their respective number of coadded single-exposures.
The results we report are based on the mode of the variational distribution for star locations and
fluxes.

For objects brighter than 21.5 magnitude,† the precision and recall values are similar for the single-
image and coadded-image results. However, as objects become dimmer, the performance of the
single-exposure encoder rapidly decreases, with the recall reaching 0.25 and precision reaching 0.65
in our dimmest objects of about 23 magnitude. For the coadd encoders, the precision remains mostly
constant for all magnitudes. The recall for coadd encoders starts decreasing past magnitude 21.5, but
stays above 0.70 for even the dimmest objects. The recall across magnitudes in Figure 2 follows the
expected ordering with higher number of single-exposure in coadds.‡

Finally, the residual flux median are nearly zero for all magnitudes, but the residual fluxes from the
single-exposures have larger scatter than the coadd ones. This suggests higher confidence predictions
on flux by the coadd encoders, which makes sense given the higher SNR in their images. Moreover,
the single-exposure encoder predicts a residual median that exceeds 20% in the dimmest magnitude
bin. All coadd encoders output an absolute median residual below 10% and have lower scatter than
that of the single-exposure. Thus, the coadd method outperforms the single-exposure method in
predicting flux.

Figure 2: Left and center: Precision and recall of source identification, computed by matching
predictions with true locations within one pixel. Bands indicate 25–75 percentiles of the bootstrap
samples across the five training seeds. Right: Median fractional residual of the predicted flux of each
matched light source, with bands indicating 25–75 percentile values of the residuals.

5 Conclusion
We present a novel fully Bayesian approach for performing light source parameter inference on
coadded images. Our method implicitly marginalizes over the single-exposure pixel intensities that
contribute to the coadd and is computationally efficient. We show preliminary results of our model
in estimating star locations and fluxes using simulated coadds containing stars. Our method on
coadds outperforms that of the single-exposure in both detection and flux metrics. Thus, it has the

†As a reference, the brightest stars we considered in our results with magnitude 20 correspond to an (isolated)
SNR of around 45 on a single exposure and 100 for the coadd with d = 25. On the other hand, the dimmest
stars with magnitude 23 have an SNR of around 3 for the single exposure and 7.5 on the coadd with d = 25.

‡We noticed a saturation in detection performance for coadd encoders with d > 25. The difference in recall
and precision became statistically insignificant past d = 25.
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potential to scale to next-generation astronomical surveys and provide calibrated uncertainties for the
measured properties of potentially billions of detected light sources. Future work will be devoted to
extending the model to more realistic simulated coadds. Additionally, we will propagate uncertainties
to downstream analyses, such as in photometric redshift estimation.

Broader Impact: Our method has potential implications for quantifying uncertainty in the context of
classification and detection in noisy images. Given the differences between astronomical images and
real-world images, we do not expect our method to be misused for purposes like surveillance. Our
approach can have a positive impact on the growing environmental cost of computing. Whereas other
solutions such as MCMC may require more time and computational power, our approach has the
potential to be more efficient in both aspects.
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