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Abstract

An accurate velocity model is essential to make a good seismic image. Con-
ventional methods to perform Velocity Model Building (VMB) tasks rely on
inverse methods, which, despite being widely used, are ill-posed problems that
require intense and specialized human supervision. Convolutional Neural Networks
(CNN) have been extensively investigated as an alternative to solve the VMB task.
Two main approaches were investigated in the literature: supervised training and
Physics-Informed Neural Networks (PINN). Supervised training presents some
generalization issues since structures, and velocity ranges must be similar in train-
ing and test set. Some works integrated Full-waveform Inversion (FWI) with CNN,
defining the problem of VMB in the PINN framework. In this case, the CNN
stabilizes the inversion, acting like a regularizer and avoiding local minima-related
problems and, in some cases, sparing an initial velocity model. Our approach
combines supervised and physics-informed neural networks by using transfer learn-
ing to start the inversion. The pre-trained CNN is obtained using a supervised
approach based on training with a reduced and simple data set to capture the main
velocity trend at the initial FWI iterations. We show that transfer learning reduces
the uncertainties of the process, accelerates model convergence, and improves the
final scores of the iterative process.

Machine Learning and the Physical Sciences workshop, NeurIPS 2022.



1 Introduction

The construction of an accurate seismic image is critical for the achievement of a good velocity
model. Full-waveform inversion (FWI) aims to recover the velocity model from the acquired shots,
using an iterative inverse method that updates the initial guess for the velocity model subsided by the
wave-propagation equation [1, 2]. In theory, FWI can recover the velocity model with high accuracy
and details; however easily achieves a local minimum, leading the model solution in the wrong
direction.

Recently machine learning has attracted great interest in solving the VMB problem [3]. There are a
diversity of proposed solutions on the theme which rely on supervised training [4, 5, 6, 7, 8, 9, 10, 11].
The common approach is to train the network using synthetic data since there is no means to know
exactly the true velocity model related to the real seismic data, which leads to generalization and
domain adaptation problems [12], for instance, wavelet match with the acquired data [13], and
dependency on the model velocity features on training data [14], to name a few.

Physics-informed neural networks (PINN) have emerged as an alternative to overcome the issue of the
large amount of data required by supervised learning and have been adopted in geophysics to solve
a diversity of problems [15, 16, 17, 18, 19]. Some works solved the VMB problem by integrating
CNN architectures to FWI algorithms [20, 21, 22, 23], where CNN regularizes the inversion but still
requires an initial model. Recently, an approach suppressed the need for an initial model [24] by
inputting the shots acquisition on an autoencoder, capturing the prior information from shots, and
making the DL-FWI converge to a solution, despite obtaining almost random velocity models at the
initial iterations. One point to consider is that this approach’s convergence is very slow, with at least
1000 iteration steps until reaching a reasonable velocity model.

To mitigate the observed slow convergence, we used a U-Net-based architecture, which requires few
parameters and is commonly used to solve the VMB problem [9, 25]. We also proposed transfer
learning to initialize the network’s weights closer to the final solution. Instead of randomly initializing
the CNN for DL-FWI, our transfer learning consists of loading the weights of pre-trained CNN
specialized in predicting the velocity model from the acquisition shots in a supervised framework.
Transfer learning is successfully applied in seismic problems [26, 27, 28, 29, 30, 31, 32]. With
this approach, we combine the strategy of the early works that are pure data-driven [8, 9, 10] with
physics-informed neural networks.

2 Connecting FWI with PINN

FWI is based on the idea that if we know the correct velocity model, we can simulate the acquired
seismic shots dobs. For the acoustic case, the process starts by applying the acoustic wave equation
propagator F over an estimated velocity model m̂, obtaining a simulated data dsim. The misfit
between dobs and dsim gives us a measure of how much our initial guess to the velocity model m̂
is far from the real model m. The FWI solves an optimization problem by minimizing the misfit
function with the adjoint state method [33], which calculates the gradients to update the velocity
model m̂. Then, a new iteration starts, and the updated velocity model is again availed with FWI.
The process repeats until a satisfactory velocity model is found. FWI is an ill-conditioned inversion,
highly dependent on the initial model [34].

One possible way of using PINN to obtain the velocity model from the seismic data is by training a
CNN to generate a representation of the initial velocity model for the FWI [21, 20, 22]. Usually, the
input of such CNN is a random vector or a coordinate vector, and the main goal with such velocity
model representation is to regularize the inversion process. Recently, a methodology eliminated
the initial model’s dependency [24] by combining the regularization power of CNN with the idea
of inputting the shots into the CNN to determine the velocity model. For convenience, we will
call this approach DL-FWI. The information flow of DL-FWI is summarized in Figure 1(a). Since
the CNN weights are randomly initialized by default, the models obtained with the DL-FWI at the
initial iterations present irregular structures and are very far from the real ones. The process slowly
converges to a solution close to the real model, which would be impossible without coupling the FWI
algorithm to the CNN. However, the slow convergence is unfeasible when considering extrapolating
the method to real cases.
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Figure 1: Figure (a) summarizes the DL-FWI information flow. Figure (b) shows the SEAM velocity
model.

2.1 Implementation details

We performed our experiments using one GPU V100, with the Pytorch and Deepwave packages
[35, 36]. We show the results for one benchmark model, the SEG Advanced Modeling Corporation
(SEAM) Phase 1 model [37], which presents complex structures and high-velocity contrasts. As
shown in Figure 1(b), the velocity values were kept equal to the original benchmark models, and the
dimensions were re-scaled to be equal to 2.08kmx1.6km, with a grid space equal to 10m. The seismic
acquisition was configured with receivers in a fixed spread geometry, with one receiver at each model
position. The shots are made every 100 meters, starting at 40 meters from the model border, with a
total of twenty shots, each shot act like a channel of the input image. The source wavelet is a Ricker,
with a peak frequency of 8Hz. The data is registered for 3.2 seconds, using a sampling rate of 0.001s.

The problem to be solved here has unbalanced vertical dimensions since we are inputting the time
samples of the registered shots and outputting the vertical samples of the velocity model. In our
work, we used a U-Net due to the previous success of such architecture in solving seismic analysis
problems [38, 6, 25, 39, 40], and to reduce the number of trainable parameters when compared with
the Autoencoder used in the first DL-FWI implementation [24]. The U-Net receives a [208,160,20]
volume as input, with the input channels corresponding to the number of shots simulated, and
produces a [208,160,1] probability map between zero and one as output, which is then rescaled to the
expected range of the velocity model. Our network starts with 36 feature maps in the first stage of the
encoder and presents four stages in the encoder section, which gradually downsamples the data. The
decoder section has four stages and gradually upsamples the feature map back to the original spatial
dimensions. The U-Net structure requires that the encoder and decoder branches present the same
spatial dimensions, thus we tested a simple modification, which is to downsample the shots to get
160 vertical samples as input to the CNN. The shots used to evaluate the FWI misfit are kept with the
original time sampling. To reach the best performance for the U-Net, it was necessary to modify the
original architecture. The seismic shots imprinted some diagonal artifacts in the shallow portions
of the model predicted by the U-Net, which correlate with the shallow reflections on the shot data.
Then, we removed the first shortcut connection to remove these artifacts.

Training data sets were constructed using horizontal layers. We created two sets whose mean
velocities are plotted in Figures 2(a) and (b). In Figures 2(c) and (d), we show one velocity model
example of each Set. The models are simple and completely different from the SEAM model that
we aim to solve with DL-FWI (Fig. 1(b)). These simple training models were made intentionally
to test the hypothesis that a weak training process with simple models is sufficient to speed up
the convergence of DL-FWI. Each set presents 240 models, with ten horizontal layers of random
thickness. The 240 were separated into 200 samples for training and 40 for validation. The velocity
of each layer is defined randomly, in a crescent trend, but in a process that allows some layers of low
velocity and high velocity. The only imposed difference in the flow that generated the two sets is the
maximum velocity of the deepest layer, equal to 3500m/s for Set 1 and 4500m/s for Set 2.

We trained the U-Net in a supervised way, using as input the seismic shots and evaluating an MSE
loss function that compares the velocity model obtained from network prediction and the real velocity
model. The U-Net was trained over 100 epochs with the Adam [41] variation of the stochastic
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Figure 2: Figures (a) and (b) show the mean of the 240 velocity models of each Set used for pre-
training the U-Net. Figures (c) and (d) show one velocity model sample from each Set. Figure (e)
shows the results for each different initialization of the U-Net weights. The shaded area around the
curves accounts for the stochastic effects of the method with the limits of the shaded area defined by
the standard deviation of the observed MSE.

Figure 3: Figure (a) shows the velocity along iterations for the U-Net with the random initialization,
and figure (b) for the U-Net with transfer learning from Set 2.

gradient descent algorithm, with a base learning rate of 1e−3. Our transfer learning process consists
of loading the weights of this pre-trained U-Net to initialize the DL-FWI process.

3 Results

The U-Net weights are randomly initialized when not using the transfer learning approach. Besides,
the FWI misfit calculus is performed over a random mini-batch of shots; both features add stochasticity
to the iterative DL-FWI process. Then, one adequate way to evaluate the results is to make a pool of
independent inversion processes and statistically evaluate the velocity model evolution. We ran the
iterative DL-FWI twelve times for each tested approach, showing the loss evolution curves as the
median measure with a shadowed area corresponding to two standard deviations (Fig. 2(e)).

In Figure 2(e), we show the evolution of MSE when using the modified U-Net with and without
transfer learning. When not using transfer learning, i.e., the Random curve, a larger standard deviation
during convergence is observed. The random approach generates the most unstable results, with
some runs generating accurate velocity models and others with poor predictions. This behavior is
not desirable in exploration seismic when the goal is always to reduce uncertainty. Concerning the
transfer learning approach, represented by Set 1 and Set 2 curves, it is possible to observe that besides
reducing the instabilities, the final MSE is generally smaller and decays faster when compared with
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the Random initialization. We can also correlate the best performance achieved with Set 2 with the
similarity between the mean of Set 2 and the velocity trend of the true model.

To make clear the benefits of transfer learning, we show the model evolution along 200 iterations.
In Figure 3, it is possible to observe that the random initialized U-Net (Fig. 3(a)) is too far from
the real model (Fig. 1(b)) and has only captured the shallow salt shape. Figure 3(b) shows the
fast convergence for the pre-trained U-Net, where the low-frequency features of the model were
completely resolved with 50 iterations, and the residual improvements of the subsequent iterations
were related to sharpening the salt and other interfaces.

4 Conclusions

Besides the accuracy and stability of the results, another important commitment in seismic develop-
ments is the feasibility of the proposed implementation, particularly concerning the computational
cost of the process. We probe simple structural models to define a lighter process of supervised
training. The physics-driven part of the flow then defines the fine-tuning of the structural features
of the velocity model. We evaluated the results of the proposed methodology with one benchmark
velocity model with highly complex structures. The results showed that the random initialization
of the CNN, i.e. without transfer learning, generates velocity models at the initial iterations that
are too far from the right solution, which makes the convergence of the iterative process slow and
adds a high degree of uncertainty to the process. When testing the transfer learning approach, we
observed that the training with simple plane parallel models was enough to improve results and get
a fast convergence. The method proposed in this work, as other DL methods combined with FWI
[24, 22], are not yet feasible to be applied over real seismic data, shots with fixed spread geometry,
except ocean bottom data, are not common in marine seismic acquisition, besides even if available,
their size would exceed the memory resources. The extension to real data must investigate different
data arrangements and 3D geometries.

5 Impact Statement

Our work combined transfer learning and physics-informed neural networks to solve the problem
of obtaining an accurate seismic velocity model. Both techniques were previously investigated, in
separate approaches, showing encouraging results and some limitations. The main limitation we
solved with our work is the unfeasible number of iterations the previous PINN approaches required.
Our work showed that PINN starting from a supervised pre-trained CNN can reduce the computational
cost and uncertainties, generating more accurate final results. The accuracy of the velocity model is
critical for cost reduction and risk mitigation in explorational seismic.
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[31] Dario Jozinović, Anthony Lomax, Ivan Štajduhar, and Alberto Michelini. Transfer learning:
improving neural network based prediction of earthquake ground shaking for an area with
insufficient training data. Geophysical Journal International, 229(1):704–718, 2021.

[32] Haixia Zhao, Tingting Bai, and Zhiqiang Wang. A natural images pre-trained deep learning
method for seismic random noise attenuation. Remote Sensing, 14(2), 2022.

[33] R E Plessix. A review of the adjoint-state method for computing the gradient of a functional
with geophysical applications. Geophysical Journal International, 167(2):495–503, 11 2006.

[34] Jean Virieux and Stéphane Operto. An overview of full-waveform inversion in exploration
geophysics. Geophysics, 74:WCC1–WCC26, 11 2009. doi: 10.1190/1.3238367.

[35] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan,
Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, Alban Desmaison, Andreas
Kopf, Edward Yang, Zachary DeVito, Martin Raison, Alykhan Tejani, Sasank Chilamkurthy,
Benoit Steiner, Lu Fang, Junjie Bai, and Soumith Chintala. Pytorch: An imperative style, high-
performance deep learning library. In H. Wallach, H. Larochelle, A. Beygelzimer, F. d'Alché-
Buc, E. Fox, and R. Garnett, editors, Advances in Neural Information Processing Systems, vol-
ume 32. Curran Associates, Inc., 2019. URL https://proceedings.neurips.cc/paper/
2019/file/bdbca288fee7f92f2bfa9f7012727740-Paper.pdf.

[36] Alan Richardson. Deepwave. https://github.com/ar4/deepwave, 2022.

[37] Mike Fehler and Ken Larner. SEG Advanced Modeling (SEAM) : Phase I first year update. The
Leading Edge, 27(8):1006–1007, 08 2008.

[38] Jizhong Wu, Ying Shi, and Weihong Wang. Fault imaging of seismic data based on a modified
u-net with dilated convolution. Applied Sciences, 12(5), 2022.

7

https://proceedings.neurips.cc/paper/2019/file/bdbca288fee7f92f2bfa9f7012727740-Paper.pdf
https://proceedings.neurips.cc/paper/2019/file/bdbca288fee7f92f2bfa9f7012727740-Paper.pdf


[39] M. Alfarhan, A. Maalej, and M. Deriche. Concurrent detection of salt domes and faults using
resnet with u-net. In 2020 6th Conference on Data Science and Machine Learning Applications
(CDMA), pages 118–122, 2020.

[40] Enning Wang and Jeffrey Nealon. Applying machine learning to 3d seismic image denoising
and enhancement. Interpretation, 7:1–34, 04 2019. doi: 10.1190/int-2018-0224.1.

[41] Diederik P. Kingma and Jimmy Ba. Adam: A method for stochastic optimization, 2014.

Checklist

1. Did you include the license to the code and datasets? [No] The code and the data for training
are proprietary. The benchmark SEAM model is available at https://seg.org/SEAM/open-data

2. Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope? [Yes]

3. Did you describe the limitations of your work? [Yes]
4. Did you discuss any potential negative societal impacts of your work? [N/A]
5. Have you read the ethics review guidelines and ensured that your paper conforms to them?

[Yes]

If you ran experiments...

1. Did you include the code, data, and instructions needed to reproduce the main experimental
results (either in the supplemental material or as a URL)? [No] Since it is a work partially
supported by the industry, we are not allowed to share the codes.

2. Did you specify all the training details (e.g., data splits, hyperparameters, how they were
chosen)? [Yes]

3. Did you report error bars (e.g., with respect to the random seed after running experiments
multiple times)? [Yes]

4. Did you include the total amount of compute and the type of resources used (e.g., type of
GPUs, internal cluster, or cloud provider)? [Yes]

If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...

1. If your work uses existing assets, did you cite the creators? [Yes]
2. Did you mention the license of the assets? [N/A]
3. Did you include any new assets either in the supplemental material or as a URL? [No]
4. Did you discuss whether and how consent was obtained from people whose data you’re

using/curating? [N/A]
5. Did you discuss whether the data you are using/curating contains personally identifiable

information or offensive content? [N/A]

8


	Introduction
	Connecting FWI with PINN
	Implementation details

	Results
	Conclusions
	Impact Statement

