Tree-Based Algorithms for Weakly Supervised Anomaly Detection
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Abstract

Particle physics searches that rely on a specific signal model have so far failed to find evidence for physics beyond the Standard Model. Model-agnostic methods provide an important alternative approach, as they can analyze large amounts of data for a wide range of potential anomalies. Many state-of-the-art anomaly detection algorithms are based on a weakly supervised classification task, where the data samples are distinguished from samples of a background template. A key challenge for such algorithms is their performance degradation in the presence of uninformative features, which introduces model dependence by requiring feature selection. In this work, we propose the use of tree-based algorithms in weakly supervised anomaly detection with tabular data, as they are not only significantly faster to train and evaluate than deep learning–based methods, but are also robust to uninformative features and achieve better performance.

1 Introduction

Despite rigorous efforts by the particle physics research program at the Large Hadron Collider (LHC) and other facilities, no conclusive evidence for physics beyond the Standard Model (BSM) has yet been found. However, most searches for BSM physics are driven by specific signal models, such as supersymmetric models, models based on extra-dimensional theories, etc. Since it is not feasible to search for every possible signal model, and the regions of LHC phase space yet to be searched are vast, model-agnostic machine learning methods have recently attracted considerable interest [1–11]. In particular, these methods have been shown to be sensitive to signal models that produce localized resonances, such as a particle decaying into two jets (so-called di-jet resonances). In this case, model-agnostic methods must detect the anomalous signal resonance, which is immersed in an overwhelming amount of background consisting of quantum chromodynamics (QCD) multi-jet events. Within this resonant anomaly detection regime, many state-of-the-art methods rely on a weakly supervised classification task: First, events are separated into a signal region (SR), where the majority of signal events are assumed to reside, and the sidebands (SB), which consist almost entirely of background events. A classifier is then trained to distinguish samples of the (potentially anomalous) data in the SR from samples of a background template typically learned from events in the SB. Since model-agnostic methods must be unsupervised, the only labels used in classification are whether an event is from the SR or the background template, making the task significantly more challenging than direct signal/background discrimination.

In this difficult weakly supervised regime, the discriminative power of the input features — i.e. the separation of signal and background in a feature — is crucial, since the inclusion of uninformative features adds noise to an already noisy classification task. For model-agnostic anomaly detection, this is a significant problem, as it requires the selection of features specific to a particular signal model in order to achieve sufficient sensitivity. In particular, deep neural network (NN) classifiers — which are used in most state-of-the-art resonant anomaly detection methods — show a significant drop in performance once uninformative features are included. However, a fully model-independent search would use a high-dimensional input space containing all available features, the majority of which are expected to be uninformative for a given signal model.

One possible approach to mitigate this problem is to use classification algorithms that are more robust to uninformative features. One family of such algorithms are boosted decision trees (BDTs), which have been shown to outperform deep learning–based classifiers on tabular datasets while being less affected by features that carry little or no information [12][13]. In this contribution, we investigate the use of BDTs in the weakly supervised regime, specifically testing their robustness to uninformative features as well as their overall performance compared to NN classifiers. In addition, we test the use of ensembling multiple BDT classifiers to further improve performance, which is possible due to the significantly faster training time of these algorithms.
2 Methods

In a traditional model-specific search for new physics, the goal is to find the best classifier that distinguishes the signal of interest from the background. In a model-agnostic search, the signal is unknown, which means that the classification must be entirely data driven. In such a classification task, the goal is to distinguish potentially anomalous events in the data from background events. Given the Neyman-Pearson lemma [14], the most powerful classifier in the model-agnostic regime is based on the likelihood ratio between the data and background probability densities in the input features $x$:

$$R_{\text{optimal}}(x) = \frac{p_{\text{data}}(x)}{p_{\text{bg}}(x)}.$$  \hspace{1cm} (1)

The likelihood ratio $R_{\text{optimal}}$, which we will refer to as the optimal anomaly score, is only an idealization that cannot be achieved in practice: The true background density $p_{\text{bg}}(x)$ is unknown and can only be approximated by imperfect physics and detector simulations. The densities are also intractable and must be approximated from samples. Existing resonant anomaly detection methods attempt to approximate this value by training binary classifiers that discriminate between samples drawn from the SR and samples drawn from a data-driven background template. It should be noted, however, that while most methods have focused on the case of resonant anomaly detection, the idea of approximating the optimal anomaly score with a classifier is not limited to this use case, see e.g. [15, 16].

Since the main point of interest of this work is the weakly supervised classification task, we use an idealized anomaly detector (IAD) where the events of the background template and the background events within the SR come from the identical distribution. This ensures that the quality of the data-driven background template generation is fully factored out, and any improvement in classifier performance is based solely on the improvement of the classification algorithm itself.

Algorithms based on histogrammed gradient boosting have been shown not only to achieve state-of-the-art performance on tabular data [17], but also to allow for fast training on large datasets. Additionally, due to their simple tree structure and easily computable feature importance scores, they provide a better understanding of the model’s decision-making compared to NNs, which is a critical requirement in high energy physics use-cases. Therefore, we also use histogrammed gradient boosting in this work, using the HistGradientBoostingClassifier implementation of the scikit-learn package [18]. The hyperparameters used are set to the scikit-learn defaults.

To further improve performance and increase stability, we use an ensemble of $N$ independent training runs, each using a randomized training and validation sample. We have chosen the training and validation sets to be equal in terms of sample size. After all models in the ensemble have been trained, their $N$ predictions on the separate test set are averaged to assess the final performance. Unless otherwise stated, we use $N = 50$ models per ensemble.

For comparison with an NN classifier, we implemented a simple fully connected neural network using the Keras package [19] with a TensorFlow [20] backend. The NN consisted of three layers, each with 64 nodes. The activation function used for the hidden layers was Rectified Linear Unit (ReLU), while the softmax activation function was used for the output layer. The binary cross-entropy loss function was used to measure the performance of the model and to guide the training process. The optimization algorithm chosen was Adam [21], with a learning rate of 0.001. During training, the data was processed in batches of 128 samples and the training process was repeated for a total of 100 epochs. In terms of ensembling, we use the same scheme as described above for the BDT classifiers. Also, for both classifier models, early stopping is enabled with a patience of 10 iterations/epoch.

3 Dataset and metrics

The studies are performed on the LHC Olympics 2020 R&D dataset [22, 23]. The dataset is based on simulated di-jet events. It contains 1 000 000 QCD dijet events for the background and 100 000 signal events. The signal model used is a hypothetical $Z'$ particle decaying into hadrons:

$$Z' \rightarrow X(\rightarrow qq)Y(\rightarrow qq),$$

leading to two jets in the final state, each containing two sub-jets of quarks. The masses of the particles are $m_{Z'} = 3.5 \text{ TeV}$, $m_X = 500 \text{ GeV}$ and $m_Y = 100 \text{ GeV}$. 


The SR for the weakly supervised classification is defined between 3.3 TeV and 3.7 TeV, which contains about 120,000 background events. Unless otherwise stated, we inject 1,000 of the signal events into the dataset, resulting in 722 signal events in the SR, corresponding to \( S/B = 6 \times 10^{-3} \). For the background template in the SR, 612,858 additional QCD events from the same simulation are used [24]. For the training and validation sets combined, a total of about 272k background template events and 120k SR data events are used. The training/validation split is always set to 50%. For the separate test set we use 340k background and 20k signal events in the SR. For the comparison study with a fully supervised classifier, the mentioned 120k SR data events are replaced by 54k SR signal events.

The features used for the training are the invariant mass of the lighter of the two jets \( m_{J_1} \), the difference in jet mass between the two jets, \( \Delta m_{J} = m_{J_2} - m_{J_1} \) as well as thesubjettiness ratios \( \tau_{J_1}^{21} \) and \( \tau_{J_2}^{21} \) of the jets [25, 26].

Throughout this paper, the main performance metric of interest is the improvement in significance using the weakly supervised classifier relative to the inclusive significance. Therefore, the significance improvement characteristic (SIC) is used, which is defined as

\[
\text{SIC} = \frac{\epsilon_S}{\sqrt{\epsilon_B}},
\]

where \( \epsilon_S \) is the fraction of correctly identified signal events (also referred to as signal efficiency or true positive rate) and \( \epsilon_B \) is the fraction of background events misidentified as signal (also referred to as background efficiency or false positive rate).

### 4 Results

Fig. 1 shows a performance comparison of a BDT and an NN classifier model for both the weakly supervised IAD and the fully supervised tasks. It can be seen that BDT classifiers are at least as powerful as NNs and that in the case of IAD, the BDT even outperforms the NN classifier for low signal efficiencies.

To investigate the robustness of the classifiers in a more realistic anomaly detection setting, we introduce features into the dataset that are completely uninformative: feature values are drawn from a standard Gaussian distribution and added to the original training features for both the SR data and the background template samples. This procedure can be repeated several times, so that the influence of adding an increasing number of uninformative features can be assessed. The result of this study can be seen in Figure 2. Looking at the results of the NN classifier, the rapid drop in performance is
Figure 2: Impact of uninformative features on the IAD classification task. Comparison is done showing SIC curves for NN classifier models (left panel) and BDT classifier models (right panel). The legend label Baseline refers to the original feature set and the numbers before "G" indicate the number of Gaussian noise features added. For the BDT, solid lines correspond to the median performance of ten independent training runs and areas of reduced opacity describe the respective inner 68% confidence intervals. Also, for 30 and 50 Gaussian noise features, \( N \) was increased to 100. For the NN classifiers, only a single ensemble was trained to reduce computational time.

clearly visible even when only a few uninformative features are added: Already with two Gaussian features, the NN performance is halved, and it deteriorates rapidly when five and more Gaussian features are added.

For the BDT classifiers, however, the situation is entirely different: up to ten Gaussian features, the performance is hardly affected. At 30 Gaussian features, the performance starts to degrade, but still achieves a significant improvement in significance, especially at low signal efficiencies. When 50 Gaussian features are added, the performance decreases across the entire signal-to-noise ratio range and the variance of the results increases significantly. However, a large proportion of the baseline significance can still be retained even in this challenging regime. This shows that the use of histogrammed boosted decision trees and ensembling allows truly model-agnostic searches, where classifiers are trained on a large number of different input features and only a small fraction are expected to contain information for any given signal.

5 Conclusion

We have investigated the use of (ensembled) histogrammed gradient boosted decision trees for weakly supervised anomaly detection. Our studies show that BDT-based classifiers not only perform at least as well as NN classifiers when no uninformative features are present, but also perform well in a scenario where the vast majority of features are completely uninformative and where the performance of NN classifiers breaks down. It can therefore be concluded that the robustness of BDTs to uninformative features, which has been extensively studied in the literature for supervised classification [12, 13, 27], also extends to the weakly supervised regime. Since this work considered an idealized scenario, further research should focus on possible limitations and extensions of the method. In particular, the performance when using low-level features (e.g. jet constituent features) as well as the behavior for non-idealized background estimation remain to be studied.

In summary, the use of BDT-based classifiers represents a significant improvement in anomaly detection methods based on weak supervision, allowing truly model-agnostic searches without the need to fine-tune features to a specific family of signal models.
Table 1: Subjettiness feature sets considered for training. Full training feature sets always include $m_{J\tau}$ and $\Delta m_{J\tau}$ as well. Details of the observables are given in the text.

<table>
<thead>
<tr>
<th>Name</th>
<th># features</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>4</td>
<td>${m_{J\tau}, \Delta m_{J\tau}, \tau_{21}^{\beta=1,J_1}, \tau_{21}^{\beta=1,J_2}}$</td>
</tr>
<tr>
<td>Extended 1</td>
<td>10</td>
<td>${m_{J\tau}, \Delta m_{J\tau}, \tau_{N,N-1}^{\beta=1,J_1}, \tau_{N,N-1}^{\beta=1,J_2}}$ for $2 \leq N \leq 5$</td>
</tr>
<tr>
<td>Extended 2</td>
<td>12</td>
<td>${m_{J\tau}, \Delta m_{J\tau}, \tau_{N}^{\beta=1,J_1}, \tau_{N}^{\beta=1,J_2}}$ for $N \leq 5$</td>
</tr>
<tr>
<td>Extended 3</td>
<td>56</td>
<td>${m_{J\tau}, \Delta m_{J\tau}, \tau_{N}^{\beta,J_1}, \tau_{N}^{\beta,J_2}}$ for $N \leq 9$ and $\beta \in {0.5, 1, 2}$</td>
</tr>
</tbody>
</table>

Appendix

Expanding the pool of features

We have established that algorithms based on histogrammed gradient boosted trees perform well when a significant number of uninformative features is added. In particular, we studied the performance in the worst-case scenario by adding features that consist of pure Gaussian noise. In a more realistic scenario, additional features based on actual physics variables would be used instead.

Therefore, we also studied this case by including extended feature sets containing jet substructure information. A summary of the different feature sets is provided in Table 1. Three extended feature sets exist: Extended set 1 includes additional subjettiness ratios, extended set 2 also includes the individual subjettiness features up to $\tau_5$ and extended set 3 containing 54 subjettiness features that were computed using different angular weighting parameters $\beta$. The performance comparison was again made for NN-based classifiers and BDT-based classifiers and the result can be seen in Figure 3.

As shown in previous studies, the NN classifier is highly sensitive to the selection of input features. There is a significant performance drop when using extended set 1 compared to the baseline performance, while the BDT classifier achieves a higher SIC with respect to the baseline for the same

Figure 3: Impact of including additional physics features in the IAD classification task. Comparison is done showing SIC curves for NN classifier models (dashed lines) and BDT classifier models (solid lines). The different feature sets are summarized in Table 1. For the BDT, the solid lines correspond to the median performance of ten independent training runs and areas of reduced opacity describe the respective inner 68% confidence intervals. For the NN classifiers, only a single ensemble was trained to reduce computational time.
feature set. For extended feature sets 2 and 3, the performance of both classifiers increases due to the information content from the additionalsubjettiness features. This behavior is in line with the previous findings: While for the BDT-based classifier the performance is at least as good as the baseline when more features are added, the NN performance can increase or decrease significantly depending on which particular set of features is used.
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