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Abstract

The challenging environment of real-time data processing systems at the Large
Hadron Collider (LHC) strictly limits the computational complexity of algorithms
that can be deployed. For deep learning models, this implies that only models with
low computational complexity that have weak inductive bias are feasible. To ad-
dress this issue, we utilize knowledge distillation to leverage both the performance
of large models and the reduced computational complexity of small ones. In this
paper, we present an implementation of knowledge distillation, demonstrating an
overall boost in the student models’ performance for the task of classifying jets
at the LHC. Furthermore, by using a teacher model with a strong inductive bias
of Lorentz symmetry, we show that we can induce the same inductive bias in the
student model which leads to better robustness against arbitrary Lorentz boost.

1 Introduction

In the past decades, deep learning has transformed the data analysis workflow at high-energy physics
experiments, achieving state-of-the-art performance on many challenging tasks such as jet tagging,
charged particle tracking, particle flow algorithm, and neutrino event reconstruction [1–4]. Such
breakthroughs mostly follow from novel architectures and large-scale datasets. In particular, architec-
tural innovation involves both general-purposed models adopted from deep-learning research (e.g.
convolutional neural networks, transformers, graph neural networks [1, 5, 6]) and custom models that
incorporate strong inductive biases [7, 8]. However, these paradigms are not applicable to each stage
of the experimental data processing workflow, especially to online applications such as the hardware
trigger systems [9, 10] of particle detectors at the LHC that are characterized by strict latency, power,
and resource constraints. For such applications, a generic method that can improve deep learning
models’ performance and robustness without scaling the computation in the production environment
becomes crucial.

Since knowledge distillation (KD) was proposed by Hinton in 2015 [11], it has been widely used
in natural language processing applications [12, 13]. KD is a technique to transfer the learned
knowledge from a large and cumbersome “teacher” model to a more efficient “student” model.
This is done by replacing the ground truth (hard targets) with teacher-predicted probabilities (soft
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targets). Remarkably, KD can significantly boost the performance of the student model without
any modification to the architecture itself. In this paper, we describe an implementation of KD for
jet tagging at the LHC and demonstrate that powerful deep-learning models can be deployed to
early-stage event selections.

2 Related Work

2.1 Group Invariant Neural Networks

Inductive bias is a crucial part of designing a neural network. In the context of jet physics, we have
two important symmetries that shall be taken into consideration: permutation invariance and Lorentz
group invariance. Whereas the constituents of a jet come in no particular order, the prediction should
not change upon the exchange of two particles in the input point cloud. At the same time, since the
source of the jet can have high momentum and cause the jet to be boosted by a Lorentz transformation,
the prediction should not change by an arbitrary Lorentz transformation as well.

To incorporate permutation symmetry, it was proven that all permutation invariant functions can be
written as follows [14]:

f(X) = ρ(
∑
x∈X

ϕ(x)) (1)

We can parameterize ρ and ϕ using multi-layer perceptrons (MLPs) to make the network learnable.
The resulting architecture is called a deep set model. To improve the expressiveness of the group
invariant neural network, we can also consider attention-based models such as Transformers or Graph
Attention Networks [15, 16].

As for Lorentz symmetry, it is typically harder to incorporate its inductive bias. Existing solutions
include restricting the message-passing mechanism of graph neural networks to use only Lorentz
scalars such as ⟨x, y⟩ or ∥x − y∥2 [7] and manipulating representations of SO+(1, 3) by tensor-
product and Clebsch–Gordan decomposition [8].

2.2 Knowledge Distillation

One of the common problems of the models described in the previous section is that most of them do
not scale well, especially for models that require pair-wise computation such as Transformers and
Graph Neural Networks. Therefore, we propose to use KD to leverage the power of these models
while not adding to the inference-time cost. KD transfers learned knowledge by replacing the hard
target normally used to train the small and fast student model with soft targets from the large and
cumbersome teacher model. To be more precise, the KD loss is defined as follows:

LKD(q; p, y) = (1− λ)H(y, q) + λDKL(p̃∥q̃) (2)

where q is the student’s output probabilities, p is the teacher’s output probabilities, and y is the ground
truth label. Probabilities with ·̃ are the distributions softened by temperature T , i.e., p(x) = es(x)∑

x′ es(x
′)

means p̃(x) = es(x)/T∑
x′ es(x

′)/T . The first term H(q, q) is the cross entropy loss with the ground truth

as the target, and the second term DKL(p̃∥q̃) is the Kullback–Leibler divergence with the softened
teacher as the target. It was pointed out that the KD loss has two major effects, namely, it can
inject the class relationship prior to the student and rescale the gradients of samples according to the
teacher’s relative confidence [17]. Moreover, recent studies showed that KD is capable of transferring
inductive bias [18]. That is, if the teacher has a strong inductive bias, the student can learn from the
KD loss to generalize the same way as the teacher does.

3 Experiments

3.1 Top-quark jets Tagging at the LHC

In high energy physics, a jet refers to a collimated shower of particles that result from the decay
and hadronization of quarks q and gluons g. The goal of jet tagging is to identify which mother
particle originated the jet such to distinguish interesting and rare signal events from highly frequent
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background ones. In this paper, we study the effect of KD on a common benchmark dataset for jet
tagging, the top tagging dataset [19]. The dataset contains signal top-quark jets and background light
quark and gluon jets simulated with Pythia8 [20] and passed through a simulation of a typical LHC
particle detector obtained with Delphes [21]. There are 1.2M training events, 400K validation events,
and 400K testing events. Each jet is described by its constituents’ four momenta, together with a flag
indicating if it is a signal event.

3.2 Model Architecture

In this paper, we demonstrate the efficacy of KD on two student models, the deep set model [14] and
an MLP model. The inputs are the constituents’ momenta in cylindrical coordinates (pT , η, ϕ,m).
Here we appended the particle’s true mass m to the input such that the model can distinguish between
different particle species. Note that the set of inputs we used here are also available in a typical
real-time data processing system thanks to the particle flow algorithms at the Phase 2 CMS detector
[22]. For the deep set model, we used a 3-layer MLP with a hidden size of 128 to parameterize
both ρ and ϕ, together with batch normalization [23] applied after leaky relu activations [24]. The
aggregation follows the design of the Energy Flow Network such that per-particle embeddings are
aggregated according to their pT to enforce IR-safety [25]. For the MLP model, we sort particles
according to their pT . Any jet with more than 128 particles is trimmed to 128 particles while jets
with less than 128 particles are zero-padded. This gives 4× 128 = 512 input features in total. We
then feed them into an MLP of 3 layers with 512 hidden features each, again equipped with leaky
relu and batch normalization. For more information, the code of this work is available in this Github
repository

3.3 Experiment Setup

To understand if KD can improve student performance and transfer inductive biases, we picked
the LorentzNet [7] as the teacher model. LorentzNet has a very strong inductive bias of Lorentz-
transformations invariance and is one of the best-performing models on the top-tagging dataset. We
designed two experiments; (1) we evaluated the efficacy of KD for both the deep set and the MLP
models and compared their performance to the ones trained from scratch. We experimented with
temperatures of T ∈ {1, 3, 5}. (2) To show how KD can transfer inductive bias, we trained the
deep set model on an augmented dataset that was boosted by β uniformly sampled from [0, βmax]
along the x-axis and evaluated the models on the boosted jets test set. We also chose λ = 1 for this
experiment to prevent the model from learning from the ground truth labels. We hypothesized that
the ability for KD to transfer inductive biases would be further improved when the student is exposed
to some corrupted samples that correspond to the teacher’s inductive bias. For each model, we trained
for 100 epochs with AdamW optimizer and a StepLR learning rate scheduler.

3.4 Results

We report the accuracy, the area under curve (AUC), and the background rejection (RX%) of these
models on the test set. The background rejection is defined as 1/FPR when the TPR is fixed to
X%. Furthermore, with an eye to deployment to real-time system, we measured the number of
floating point operations (FLOPs) with the package fvcore [26], which computes a model’s FLOPs
with torch jit tracing. For the first experiment, the results are reported in Table 1. Both the deep set
and MLP models showed performance gains from knowledge distillation. Remarkably, the overall
accuracy improvement for the MLP model is 1.5%, together with about a factor of two improvement
in background rejection. At the same time, the deep set model showed about a 25% improvement
in background rejection. The results demonstrate the effectiveness of knowledge distillation in jet
tagging.

For the second experiment, in all three configurations, βmax ∈ {0, 0.1, 0.3}, we can see in Figure 2a
that the robustness of the deep set models significantly improved, presumably due to the inductive
biases transferred.

Finally, we observed that knowledge distillation can prevent models from overfitting the data (see
Figure 2b). This is especially useful when the sample size is small. We hypothesize that this is due to
a more complicated learning objective that forces the model to generalize instead of memorize.
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Table 1: Comparison between models trained from scratch and knowledge distillation.
#params FLOPs Accuracy AUC Rej30% Rej50%

DeepSet from scratch

68.2K 1.67M

0.930 0.9808 747 219
DeepSet KD T = 1 0.932 0.9818 926 241
DeepSet KD T = 3 0.932 0.9819 970 255
DeepSet KD T = 5 0.932 0.9819 970 248

MLP from scratch

527K 529K

0.904 0.9663 256 82
MLP KD T = 1 0.914 0.9726 375 119
MLP KD T = 3 0.918 0.9751 483 144
MLP KD T = 5 0.919 0.9750 503 146

LorentzNet (teacher) 224K 339M 0.942 0.9868 2195 498
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Figure 1: ROC curves of the two deep set and MLP models on the test dataset. The knowledge
distillation models have their curves above the models trained from scratch.
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(a) Lorentz invariance test for the deep set model1.
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Figure 2: (a) we can see that the robustness with respect to Lorentz boosts improved with KD in all
three augmentation configurations. (b) In the first experiment, the validation loss of MLP models
with KD converges instead of increasing as in the case without KD.
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4 Conclusion

In this paper, we showed that knowledge distillation can improve jet tagging performance and
robustness. Without adding any additional operation, we realized a 25% improvement in background
rejection. Furthermore, we demonstrated that the teacher’s inductive bias can be transferred and help
the student generalize better. We hope that this work can serve as a base for future deployment of
deep learning models to real-time event selection systems at the LHC, bringing the power of deep
learning to the frontier of experimental high-energy physics.

5 Broader Impact Statement

We expect that this work will stimulate the research and further discussions on:

1. Knowledge distillation between different architectures. Knowledge distillation enables
us to leverage the recent breakthroughs in large models to enhance the small models we have.
As shown in this work, knowledge distillation can work for models of different architectures.

2. Knowledge distillation as a method to improve robustness. In the Lorentz invariance test,
we have seen that knowledge distillation is capable of improving student’s robustness. This
may suggest that we can train a cumbersome teacher model on an augmented dataset and
transfer the robustness to the student by knowledge distillation without having the student
trained on the augmented dataset, avoiding the accuracy and robustness trade-off.

6 Limitations

There exist a few limitations of this work. Firstly, we have only shown the efficacy of knowledge
distillation for a classification problem. Whether it would work for other types of tasks in high-energy
physics remains unclear. Secondly, training the teacher model may be very costly. In this work, we
used a pre-trained model as the teacher. However, if one would like to train a teacher model from
scratch the cost of training may be significant.
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