Preparing Spectral Data for Machine Learning: A Study of Geological Classification from Aerial Surveys
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Abstract

This work aims to identify and remedy distinctive challenges in the preparation of spectral data for machine learning. It does so by conducting a case study that involves matching an airborne gamma-ray spectral survey of the San Francisco Bay area to geological classifications provided by the United States Geological Survey. Our investigation has revealed three key approaches for enhancing accuracy in this task: 1) eliminating extraneous data segments unrelated to the main task, 2) augmenting minority classes to improve class balances, and 3) merging less pertinent classes. By incorporating these methods, we were able to achieve a significant increase in classification accuracy. Specifically, we increased the accuracy from an initial 40.8% to approximately 72.7%. We plan to continue our work to further enhance performance, with the goal of extending the applicability of these methods to other data types and tasks. One potential future application is prospecting for rare earth elements with aerial surveys.

1 Introduction

Spectral measurement devices are vital in scientific research, especially in remote sensing and environmental monitoring [2, 3, 20]. With the rise of machine learning (ML), there is an increasing push to optimize spectral data analysis using these techniques. Although ML has been used in various domains, including coal composition [6] and geological mapping [7], spectral data often require rigorous pre-processing before integration with ML.

This study explores the process of preparing gamma-ray spectral data for an ML model to classify the spectra based on a geological map provided by the United States Geological Survey (USGS) [12]. We delve into the nuances of the spectral data, detailing strategies to enhance the efficacy of the ML model. By employing these methods, the classification accuracy of our model increased from 40.8% to 72.7%. We believe that further enhancements could be achieved through the continued refinement of processing and learning techniques.

Problem statement. Our primary goal is to build a model, \( M \), that takes physical spectral measurements, \( D_{gs} \), and predicts classifications \( S_c \), optimizing metrics such as classification accuracy and F1.

Challenges & approaches. We identify three major challenges: (1) Gamma-ray emission spectra are challenging due to weak ambiguous signals. Visually differentiating these spectra requires specialized knowledge. Furthermore, the discrete nature of detector counts causes low-frequency events to resemble noise. Many ML methods are not effective in handling such noisy data. (2) Classes within the data set are highly imbalanced, a common challenge in many real-world scientific applications [4, 15], which is further complicated by the existence of incoherent classes representing unknown mixtures of multiple classes. (3) The influence of environmental factors such as altitude and atmospheric changes in scientific measurements is unavoidable, and careful data selection is crucial to mitigate the impact of these environmental variations.

Contributions. Our work elucidates the challenges in preparing spectral data for ML, such as data noise and environmental influences. We propose a suite of techniques for spectral data refinement for ML, combining empirical and physical insights, through which we achieved a classification accuracy of 72.7% from an initial accuracy of 40.8%.

2 Methodology

To evaluate the application of machine learning techniques on spectral data, we construct a test problem to classify geological formations with gamma-ray measurements obtained from an aerial survey. This section details the data, the classification task, and its inherent complexities.

2.1 Classification problem

Our dataset encompasses an aerial survey of gamma-ray spectra (Figure 2) in the San Francisco Bay area (Figure 1), along with altitude, time and geolocation. These data were collected from August 27 to 31, 2014 by the Aerial Measuring System (AMS) for the process of developing the Airborne Radiological Enhanced Sensor System (ARES) [20], using a helicopter-mounted detector array using standard methodology [14] (which constitutes flying over the target area in a lawnmower pattern). Each data sample, which captures a one-second spectral measurement, spans 1022 bins of 3 KeV each, with an energy range up to 3 MeV. Each bin accounts for the gamma-ray events detected in that second within the specific energy range (Figure 2).
Figure 2: The average 1-s measured spectrum over the full dataset. The effect of gamma-ray down-scattering appears as an exponential decay as a function of energy. Two commonly observed peaks are labeled. The energy bin width is 3 KeV.

We employ the USGS Geologic Map of the San Francisco Bay area, which details geological formations and rock types with the corresponding latitude and longitude coordinates, for classification. However, during training and testing, we excluded these coordinates and time, relying only on the spectrum and altitude. Altitude was included as it has been shown to significantly affect detection of gamma-ray photons. Altitude was kept at 200-300 feet above sea level during measurement as much as possible and no significant correlation between altitude and longitude/latitude/time were found, but unavoidable fluctuations in height are unavoidable due to wind and other factors. Data are randomly split 80-20% for training and testing.

**Dataset issues and limitations.** We describe the key challenges in our classification task, noting that many of these challenges also impact similar applications.

1. Pervasive skew in input data: the overall exponential decay shown in Figure 2 is present in all spectra, requiring careful feature engineering and selection of modeling techniques.
2. Discrete/high-noise nature: The low event counts on the right side of Figure 2 mean that an individual spectrum has seemingly random 0 or 1 discrete gamma-ray events at higher energy, making them act similarly to noise in training and classification.
3. Class imbalance: As in many real-world applications, there is a very high imbalance of samples from different classes (some more than 10,000 records and others as few as 4) limiting the ability of many ML methods to recognize small classes.
4. Class incoherence: Some classes (e.g., “Artificial Fill”), especially deposition-formed non-bedrock ones, lack clear class boundaries and may overlap with others in characteristics.
5. Takeoff/Transit/Landing data: Data from the take-off, transit, and landing phases of the helicopter are misclassified more frequently compared to the main survey data.

2.2 Model and input data

We chose gradient boosting as our classification method for this exploration, driven by the following reasons: The limitations of dataset size (to a minimum of 3,000 with the application of our methods) make gradient boosting a more adaptable choice over deep neural networks due to its flexibility with diverse dataset sizes. Second, the scale-invariant nature of gradient boosting efficiently manages the numerical complexity of gamma-ray spectral data. Its efficacy in geological classification is further supported by prior research.

The gradient boosting algorithm used in this case study is implemented via the XGBoost Python library with parameter settings of `learning_rate=0.02`, `max_depth=4`, `n_estimators=4000`, and `early_stopping_rounds=50`. Initial trials with other models, such as 1-dimensional CNN and transformer, showed inferior classification accuracy compared to gradient-boosting variants.
<table>
<thead>
<tr>
<th>Pipeline</th>
<th>Selection</th>
<th>Pruning</th>
<th>SMOTE</th>
<th>cGAN</th>
<th>Combination</th>
<th>Accuracy (%)</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>40.8</td>
<td>0.360</td>
</tr>
<tr>
<td>2</td>
<td>O</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>54.9</td>
<td>0.500</td>
</tr>
<tr>
<td>3</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>63.2</td>
<td>0.550</td>
</tr>
<tr>
<td>4</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>X</td>
<td>63.4</td>
<td>0.597</td>
</tr>
<tr>
<td>5</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>X</td>
<td>65.3</td>
<td>0.627</td>
</tr>
<tr>
<td>6</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>72.7</td>
<td>0.718</td>
</tr>
</tbody>
</table>

Table 1: Partial summary of the tested configurations. Note that the test datasets are a randomly chosen selection of points within the full dataset, and thus pipeline 1 and 2 involve different test datasets from the others. That said, applying the same test dataset as Pipelines 3-6 (i.e. Pruned Pacifica) yielded accuracies of 42.9% for Pipeline 1 and 61.9% for Pipeline 2, still lower than the more complex pipelines.

3 Experimental evaluation

In our experimental evaluation, our objective is to measure the efficacy of our data preparation methods. Specifically, we are interested in understanding whether data selection and pruning can enhance classification accuracy, exploring strategies and the potential uplift from addressing class imbalance, and finding ways to minimize the negative impacts of incoherent classes on model quality.

Spatial data selection. While the initial gamma-ray spectrum data is comprised of measurements in both Pacifica and Oakland (Figure 3), we focused solely on Pacifica due to the prevalence of geologically inconsistent (and thus less meaningful) classes in Oakland, notably "Artificial Fill", for which there is no guarantee of any consistency in composition. Oakland consists predominantly of such classes, leading to potential spillover misclassifications in both areas. Given these challenges, we opted to exclude Oakland data. Focusing only on Pacifica, which is characterized by consistent bedrock, yielded a 14% boost in test accuracy compared to models trained on the entire dataset (as shown in Table 1, Pipeline 1 vs Pipeline 2).

Data pruning. Data from the gamma-ray detector take-off and landing phases (Figure 3), easily identifiable via timestamps and altitude, were prone to misclassification. Removing these segments led to an 8% rise in classification accuracy (from 54.9% to 63.2% - Table 1, Pipeline 2 vs Pipeline 3). This discrepancy may arise due to inconsistencies in measurement conditions during these phases. For instance, during transit, the helicopter often flew at altitudes around 1000 feet, contrasting with the typical 200-300 feet during the actual survey process.

Data augmentation. As detailed in Item 3 of Section 2.1, a large imbalance is present between classes for the entire data set and there are similar issues for the Pacifica data set alone. To address this, we explored two data augmentation techniques: SMOTE [4] and a cGAN-trained generator [18]. Applying SMOTE, which has seen success in geological machine learning [11, 16], gave a marginal accuracy boost from 63.2% to 63.4%, and more significant F1 score improvement by 0.046 (Figure 4).

For the cGAN approach, the spectra data was log-transformed and scaled between (-1, 1), while the altitude data was directly scaled. The two were then merged. Using a 100-dimension cGAN, we achieved a 65.3% accuracy, surpassing the SMOTE results by 1.8%. We believe that there is potential

Figure 4: The prediction (left) and ground truth (right) of the gradient boosting model trained on Pacifica data with landing and takeoff data pruning, and SMOTE applied (Pipeline 4 in Table 1).
for further improvement through iterative experimentation. However, the computational resources and effort often required in training effective GANs may be prohibitive for some applications.

**Incoherent class consolidation.** The classification scheme provided by USGS contains several classes that cannot be expected to have a consistent composition (e.g., ‘Alluvium’, the deposition of which can involve mechanisms that transport material over great distances [19], or ‘Artificial Fill’, for which no meaningful assumption of composition can be made). The amalgamation of these geologically incoherent (and thus likely to be less geologically meaningful) classes in Pacifica into a single miscellaneous class (Table 1, Pipeline 6) in the preprocessing step improved model accuracy by about 8%, from 63.4% (Pipeline 4) to 72.7%. This is approximately 2.3% higher than the accuracy anticipated if these classes were grouped post-prediction from a model trained on the ungrouped data (70.4%). This outcome underscores the utility of class amalgamation when such classes lack relevance to the central research question.

### 4 Related Work

**Spectral data.** The application of spectral data to machine learning has seen a heavy focus on optical spectra due to their relative ease of measurement. Machine learning methods based on hyperspectral imaging have been applied in numerous fields from land cover classification [1, 2], mineral prospectivity mapping [21], and biological analysis [10, 22], and x-ray spectra have seen applications in material characterization [5, 26]. Machine learning methods using gamma-ray spectra have been applied to radioisotope detection [13] and radioactive material detection [23, 25].

**Geological applications.** There has been a recent boom in geological applications of machine learning methods, particularly in the area of mineral prospectivity mapping. However, most current studies heavily involve geochemical data [16, 21, 28] which generally show a more direct correlation than spectral data. If spectral data is used, it is generally in the form of hyperspectral or multispectral satellite imaging data, in part due to the availability of large datasets such as Gaofen-2 [9].

### 5 Conclusions

In this paper, we describe the challenges in preparing spectral data for machine learning and demonstrate a number of techniques to address these challenges via a case study of classifying geological types based on an aerial survey of gamma-ray spectra. Our results emphasize the importance of data pruning. By omitting non-relevant segments such as the takeoff and landing phases, we significantly boosted model accuracy from 40.8% to 63.2%. This highlights the need for a thorough understanding of the physical context of the data as well as its collection process, and their potential implications and usefulness for model training.

To address class imbalance, we explore data augmentation techniques such as SMOTE and cGANs. Preliminary comparisons suggest that cGANs might offer superior results (65.3% versus 64.5% accuracy), and further exploration may be warranted in tailoring the GAN architecture to improve the augmentation quality. However, SMOTE offers a much simpler and more resource-efficient alternative. We also introduce a strategy to improve accuracy by handling geologically incoherent classes through class consolidation, highlighting the benefits of a context-aware approach in geological machine learning. Similar methods may be applied for other domains if certain classes are less meaningful for the application in question.

Future work will focus on hyperparameter tuning and model architectures to refine the framework for applications such as detecting and predicting rare earth element concentrations via aerial surveys.
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