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Abstract

Computational Fluid Dynamics (CFD) is used in the design and optimization of gas
turbines and many other industrial/ scientific applications. However, the practical
use is often limited by the high computational cost, and the accurate resolution of
near-wall flow is a significant contributor to this cost. Machine learning (ML) and
other data-driven methods can complement existing wall models. Nevertheless,
training these models is bottlenecked by the large computational effort and memory
footprint demanded by back-propagation. Recent work has presented alternatives
for computing gradients of neural networks where a separate forward and backward
sweep is not needed and storage of intermediate results between sweeps is not
required because an unbiased estimator for the gradient is computed in a single
forward sweep. In this paper, we discuss the application of this approach for
training a subgrid wall model that could potentially be used as a surrogate in
wall-bounded flow CFD simulations to reduce the computational overhead while
preserving predictive accuracy.

1 Introduction

Reverse mode automatic differentiation and back-propagation can efficiently compute gradients,
but often require large amounts of memory. This is due to the need for storing intermediate state
information. Moreover, these computations are not supported on all hardware, particularly on
some AI accelerators. In this work, we explore the use of forward gradients as an alternative to
back-propagation in the context of data-driven machine learning models to augment conventional com-
putational fluid dynamics (CFD) methods for simulating film cooling of turbo-machinery components
such as gas turbines.

To perform parametric design studies of such components, it is often desired to have high-fidelity
simulations that capture a wide range of spatio-temporal scales. Wall-resolved large-eddy simulations
(WRLES) [1, 2, 3, 4, 5] capture the unsteady features and provide a feasible way for simulating
complex turbulent flows at a reasonable cost. However, the computational cost incurred due to very
high resolution needed to resolve the viscous scales near the wall is still high. To overcome this, wall
models are used to avoid the need to resolve the near-wall region, providing a feasible way for LES
of wall-bounded flows at high Reynolds numbers.
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Figure 1: Wall resolved LES mesh of the film cooling setup. The highlighted region (red) depicts the domain of
data collection for training the ML wall model

Recent advancements in machine learning and high performance computing have motivated new
efforts to develop data-driven methods that complement existing wall models. Some popular methods
and architectures in the literature that facilitate such development are Random Forest regression
([6, 7]), artificial neural networks [8, 9, 10, 11], and convolutional neural networks[12, 13, 14]. In
most of these approaches, high fidelity WRLES are performed to gather data corresponding to flow
features (velocity of the fluid, pressure gradients, etc.). Then, a data-driven regression model is
trained to predict the wall-shear stress from these flow features, which is used as a wall model for
LES of turbulent channel flows with coarser near-wall resolution.

2 Application

In this application, we seek to develop a data-driven wall model to predict wall shear stress in
large-eddy simulation (LES) of a gas turbine film cooling configuration. Film cooling is a popular
technique used to reduce turbine temperature and protect them from thermal failure. As the hot gases
exit from the combustor and enter the turbine stage, the temperatures can be higher than the melting
point of turbine stage materials. Cooling strategies thus become necessary for thermal management of
the turbine blades. Since conventional CFD models suffer from the aforementioned limitations, neural
network-based wall models are being investigated as a surrogate in wall-bounded flow simulations to
reduce the computational overhead while preserving predictive accuracy.

2.1 Data Generation

The data used in this work to train the data-driven model is derived from WRLES of a 7-7-7
cooling hole configuration detailed in [5] for two blowing ratios (BR): 1 and 1.5. The film cooling
configuration consists of three parts: a plenum feeding cool air to a flat surface via a single row of
cooling holes (represented with a single hole with periodic boundary conditions in the spanwise
direction). The flow was simulated using the Nek5000 [15] platform, a higher-order spectral element
CFD code, using its Low Mach flow solver. Figure 1 depicts the WRLES mesh used to perform the
CFD simulation, and the red box highlights the flow domain which is used to train the data-driven
model. The flow data in the highlighted region was collected at 91 planes for y ∈ [0.05, 0.5] such
that z ∈ [−3, 3] and x ∈ [3.2, 19.6].

2.2 Data-driven Modeling

Fluid velocity and velocity gradients extracted from the WRLES serve as the Ml model input features,
whereas the streamwise shear stress is used as the output. To make shear stress predictions at a grid
point located at (i, j, k), pointwise flow features from neighboring x, y, z locations are combined in a
stencil-like form. If the pointwise feature set consisting of fluid velocity components and gradients is
denoted by Xi,j,k, the corresponding 3D stencil feature set is given by:

Xst = Xi,j,k + Xi−1,j,k + Xi+1,j,k + Xi,j,k+1 + Xi,j,k−1 + Xi,j+1,k + Xi,j+2,k (1)

The feature stencil at time t = T is combined with stencil features with time delay (t = T − 1) to
form the input features to the network, as shown in Figure 2. The output label is the streamwise
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Figure 2: Combining features in a stencil form at two timew, t = T and t = T − 1 to make streamwise shear
stress predictions (τxy) at a point. X denotes the feature set at a point consisting of velocity and velocity

gradients, the superscipt denotes the time, and the subscripts denote the coordinates.

shear stress (τxy) at time t = T . The network consists of an input layer of size equal to the number
of features used and 3 hidden layers with 64 neurons each with a dropout value of 0.1 and ReLU
activation function. The output layer is a dense linear layer of size one and predicts the wall shear
stress in the streamwise direction (τxy). The prepared input - output data is scaled in the range [-1,1]
using Min-Max scaling. The dataset for BR1 is randomly shuffled and an 80%-20% split is performed
to generate training and validation datasets, respectively. The loss function used to train the network
is the mean squared error (Ew):

Ew =
1

N

N∑
i=1

(yi − ŷi)
2 (2)

The neural network model is implemented in PyTorch and is trained using the Adam optimizer with
early stopping criterion.

3 Forward Gradients

The key contribution of this paper is the implementation and use of forward gradients for a physical
science use-case, not demonstrated earlier. We summarize the theory as shown in [16], followed by a
description of our implementation strategy.

3.1 Theory

Given a objective function f(θ) : Rn → Rn, we seek to solve the optimization problem

min
θ∈Ω

f(θ). (3)

Intuitively, we seek to find a θ in the search space Ω such that the objective function value is minimized.
The objective function can take many forms but is usually expected to be twice differentiable. This is
required because, typically, the process of finding the minima involves a search using the gradients
of the objective function denoted ∇θf(θ). Since exact calculation of ∇θf(θ) is usually expensive,
several simplifications are performed based on the assumption that, what is usually required for
efficient learning is the directional derivative of f with respect to θ. This can be accomplished by
forward gradients [16] g(θ) such that

g(θ) = (∇θf(θ).v)v (4)

where v is a perturbation vector chosen as a multivariate random variable sampled v ∼ p(v) such
that the scalar components vi are independent with zero mean and unit variance for all i′s. The
key insight here is that, g(θ) through the perturbation vector allows us to estimate the directional
derivatives without needing to explicitly compute the gradient ∇θf(θ). This allows for a runtime
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advantage over typical back-propagation where we can interpret the directions of update without
needing to distinguish the updates for each scalar parameter in θ. The process of evaluating forward
gradients typically involves a three step process where we

1. sample a random perturbation v ∼ p(v), which has the same size with f ′s argument,

2. run forward mode autodiff to evaluate (∇θf(θ).v) and f(θ) simultaneously, and finally

3. multiply (∇θf(θ).v) with the perturbation vector v to obtain the forward gradients g(θ).

As long as g(θ) is similar to the true gradients, or points in a descent direction, the optimization
problem can still be solved efficiently. It is shown in [16] that the forward gradients are an unbiased
estimator of ∇θf(θ) and can be used to solve the optimization problem (4).

3.2 Implementation

Forward gradients are propagated through the model using the forward mode, also known as tangent
mode, of automatic differentiation [17]. Since the code used by [16] is not yet publicly available at the
time of writing, we used our own framework, which not only supports the computation of randomized
forward gradients, but also computes entire Jacobians of the network or individual layers, as well as
mixed-mode differentiation to freely combine forward gradients with conventional back-propagation
across layers. The implementation is already freely available on github1.

The framework implements a so-called tangent model for selected PyTorch layers, which implement
the forward mode of automatic differentiation for these layers. It also provides a simple way to
combine multiple layers in a way that mimics standard PyTorch usage, and can therefore be used
as a drop-in replacement for PyTorch in many cases. The tangent model of individual layers is
implemented by using existing PyTorch layers underneath, which allows us to support GPUs, AI
accelerators, and other hardware platforms efficiently. Since our framework can compute forward
gradients without using PyTorch back-propagation, it can even be used to obtain approximate
gradients on AI accelerators.

We discuss here the tangent model of a 2D convolution layer to illustrate the method. For each output
pixel and output channel Ni and Coutj , Conv2d computes an output value o by adding a bias to a
weighted sum of cross correlations over the input values u at nearby pixels across input channels as

o(Ni, Coutj ) = b(Coutj ) +

Cin−1∑
k=0

w(Coutj , k) ⋆ u(Ni, k). (5)

Differentiating with respect to the bias, weights and inputs yields

ȯ(Ni, Coutj ) = ḃ(Coutj ) +

Cin−1∑
k=0

ẇ(Coutj , k) ⋆ u(Ni, k) +

Cin−1∑
k=0

w(Coutj , k) ⋆ u̇(Ni, k), (6)

where derivative terms are denoted using a dot above. To compute forward gradients, the term ẇ
needs to be replaced with a random vector as discussed in Section 3.1. The term u̇ needs to be
replaced with the output of the preceding tangent layer, or dropped in case of the first layer of the
network. The tangent model shown in (6) can itself be computed using two calls to Conv2d.

4 Evaluation

Figure 3a shows the loss function evolution for both the forward gradient approach and back-
propagation approach. The network is trained using ADAM optimizer, with an initial learning rate
η = 2×10−4. As training progresses, the learning rate is decayed by a factor γ = 0.5 if the validation
loss does not change for 20 epochs. Figure 3b compares the instantaneous shear stress predictions
from the neural network trained with forward gradient approach against the ground truth at a time
instant out of the training sample. It is seen that the trained network captures the overall shear stress
distribution in the domain.

1URL removed for anonymization
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(a) (b)

Figure 3: Comparison of a) loss evolution between the forward gradient approach and standard
back-propagation for training on the wall-resolved LES dataset, and b) out-of-sample predictions for normalized

instantaneous wall shear stress from the forward gradient approach versus the ground truth.

5 Conclusion and next steps

We demonstrated that forward gradients can be used effectively for training without back-propagation
in the context of computational fluid dynamics applications. In future work, we plan to investigate
different optimizer settings and network architectures, which may lead to setups that are more suited
to the randomized nature of forward gradients, and perform even better or more robustly. We also
plan to experiment with computing the mean from multiple forward gradient computations with
varying random seeds, which is likely to yield a more accurate representation of the true gradient at a
higher computational cost, but still without the memory footprint of conventional back-propagation.

The generation of (pseudo-)random numbers is a performance bottleneck in our current implemen-
tation, since the dense layers have a large number of parameters, each of which requiring its own
random number that will be subsequently used only for a small number of floating point operations.
This may be a fundamental challenge with the forward gradient approach that was not discussed
in [16], and provides further motivation for exploring other neural network architectures that have
fewer parameters that get re-used more often.
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