CP-PINNs: Changepoints Detection in PDEs using Physics Informed Neural Networks with Total-Variation Penalty
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Abstract

The paper shows that Physics-Informed Neural Networks (PINNs) can fail to estimate the correct Partial Differential Equations (PDEs) dynamics in cases of unknown changepoints in the parameters. To address this, we propose a new CP-PINNs model which integrates PINNs with Total-Variation penalty for accurate changepoints detection and PDEs discovery. In order to optimally combine the tasks of model fitting, PDEs discovery, and changepoints detection, we develop a new meta-learning algorithm that exploits batch learning to dynamically refines the optimization objective when moving over the consecutive batches of the data. Empirically, in case of changepoints in the dynamics, our approach demonstrates accurate parameter estimation and model alignment, and in case of no changepoints in the data, it converges numerically to the solution from the original PINNs model.

1 Introduction

Physics Informed Neural Networks (PINNs) represent the latest method that utilizes neural networks to approximate nonlinear functions in complex dynamical systems. They combine the adaptability of neural networks with the physics of Partial Differential Equations (PDEs) and data-driven techniques for inverse problems [1]. Unlike conventional numerical methods [2, 3, 4], PINNs incorporate physical laws as inherent prior knowledge. Their applicability is broad, spanning fields such as optics, cardiology, and power systems [5, 6, 7]. However, a significant challenge for PINNs is effectively handling changepoints in dynamic systems. Changepoints are critical moments where abrupt variations or discontinuities occur in the system’s behavior, often reflecting underlying shifts in the system’s dynamics or external influences [8, 9, 10, 11, 12]. These points are pivotal in inverse problems, where identifying such shifts of parameters can lead to more accurate models and predictions.

This research introduces a new combination of changepoints detection and PINNs, achieved by integrating a total variation penalty [13, 14] into the optimization objective. Our CP-PINNs model, based on established methods [15, 16], has two main functions. (1) It identifies changepoints in PDE parameters, crucial for accurate modeling of systems where parameters exhibit abrupt changes. (2) It refines PDE solutions by adaptively distributing weights in the loss function, a technique derived from meta-learning. This approach not only improves the accuracy of the model in stable conditions but also ensures robustness against instabilities caused by rapid variations in parameters.
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The introduced CP-PINNs framework offers a broad solution for monitoring dynamical systems governed by specific PDEs, even when parameters are unknown. Its potential applications span across various domains: detecting leakages in pipelines using limited sensor data [17]; traffic flow management by predicting congestion without comprehensive sensor coverage [18]; environmental monitoring for sudden pollutant concentration shifts [19]; ensuring energy grid stability by pinpointing fluctuations or failures [20, 21]; overseeing heat distribution in manufacturing materials [22]; medical imaging to detect tissue property changes [23]; seismic activity monitoring for early earthquake detection [24]; aerospace component stress assessment for safety [25]; agriculture water and nutrient distribution tracking [26, 27]; atmospheric change detection in weather systems [28]; and ensuring product consistency in manufacturing [29]. Section 1 introduces the general problem formulation, Section 2 showcases the effectiveness of CP-PINNs through simulations and Section 4 concludes.

2 Model and Estimation

Following [1], in order to approximate the true solution of the PDEs, we use the neural network approximation \( u_{NN}(x, t; \Theta) \) given by \( u_{NN}(x, t; \Theta) = g \circ T(t) \circ T(t-1) \circ \ldots \circ T(0)(x) \). For each hidden layer \( i = 1, \ldots, \ell \), the nonlinear operator \( T(i) \) is defined as \( T(i)(x) = \sigma \left( \mathbf{W}_i x + \mathbf{b}_i \right) \) with weights \( \mathbf{W}_i \in \mathbb{R}^{M_i \times M_{i-1}} \) and biases \( \mathbf{b}_i \in \mathbb{R}^{M_i} \), where \( M_0 = d \) is the input dimension and in the output layer, the operator \( g : \mathbb{R}^{M_{\ell}} \rightarrow \mathbb{R} \) is a linear activation function. Next, define a feature function \( f(x, t) = u_t + \mathcal{N}[u; \lambda(t)] \), where \( \mathcal{N}[\cdot; \lambda(t)] \) is a nonlinear operator parameterized by \( \lambda(t) \), and \( u_t \) is the latent solution. The following is the definition of changepoints in our case.

**Definition 2.1.** The function \( \lambda(t) : [0, T] \rightarrow \mathbb{R} \) is piecewise-constant, bounded, with a finite but unknown number of discontinuities \( k^* \), located at some of the observations, i.e., \( \lambda(t) = \sum_{i=1}^{k^*} \lambda_i \mathbb{1}_{[t_{i-1}, t_i]}(t), \) for \( t_0 < t_1 < \ldots < t_{k^*} < T \).

We write the corresponding boundary and initial residual functions
\[
\begin{align*}
r_b(u_{NN}, x, t) &= u_{NN} - u, \quad \forall (x, t) \in \partial \Omega \times (0, T] \\
r_0(u_{NN}, x, t) &= u_{NN} - u_0, \quad \forall (x, t) \in \Omega \times \{t = 0\}.
\end{align*}
\]

Averaging over observations on their domains, we obtain the fitting loss function for the training of the model
\[
L_f = \frac{1}{N_b} \sum_{i=1}^{N_b} |r_b(x^i_0, t^i_0)|^2 + \frac{1}{N_0} \sum_{i=1}^{N_0} |r_0(x^i_0)|^2 \quad \text{and} \quad L^p = \frac{1}{N} \sum_{i=1}^{N} |f_{NN}(x^i, t^i)|^2 ,
\]

where \( L_f \) denotes the loss function for the observations from the boundary and initial conditions, and \( L^p \) denotes the loss function for the observations inside the domain. By gathering together these two loss functions with equal weights, one obtains the total loss for the training of the original PINNs.

The standard PINNs model assumes that the parameters of PDEs are constant values across the entire time domain. We allow for the changes in the \( \lambda(t) \) and introduce additional regularization term in a form of total variation penalty on the first difference in \( \lambda(t) \), i.e., \( V^\lambda = \sum_{i=1}^{T-1} \delta(t^i) \left[ \Delta \lambda(t^i) \right] \), where \( \Delta \lambda(t^i) = \lambda(t^{i+1}) - \lambda(t^i) \), and \( \delta(t) \) is a U-shape linear function of \( t \) which increases the penalty strength closer to the edges of time domain in order to avoid estimation instabilities—in the experiments below we use \( \delta(t) = \sqrt{T/(T-t)} \). \( V^\lambda \) is a sparsity inducing penalty similar to one used in [13] and [30] for changepoints detection in linear regression, and non-parametric statistics, respectively.

We then perform standard PINNs to refine PDEs discovery and solve PDEs within each detected time interval.

In order to balance the three goals during the training process, we define our loss function as a weighted average of the loss terms
\[
L(w) = \left[ L_f, L^p, V^\lambda \right] w ,
\]

where \( w = [w_1, w_2, w_3]^T, w_i > 0, \) for \( i = 1, 2, 3, \) and \( \sum w_i = 1 \), is the vector of weights towards corresponding loss terms.

We use the ReLU activation function in expressing \( V^\lambda \) due to its extensive optimization and prevalent usage in deep learning frameworks such as PyTorch and TensorFlow. We have
\[
V^\lambda = \sum_{i=1}^{T-1} \delta(t^i) \left[ \Delta \lambda^+(t^i) + \Delta \lambda^-(t^i) \right] .
\]
We discuss the advection-diffusion equation, which is widely used in heat transfer [31], mass transfer [32], and fluid dynamics problems [33]. The equation of one-dimensional form is given by

$$\frac{\partial u}{\partial t} + \frac{\partial u}{\partial x} = \lambda(t) \frac{\partial^2 u}{\partial x^2}, \quad u(t, -1) = u(t, 1) = 0, \quad u(x, 0) = -\sin(\pi x),$$

where $\lambda(t) = 0.5$ for $t \in [0, 0.333)$, $0.05$ for $t \in [0.333, 0.667]$ and $1$ for $t \in [0.667, 1]$. $u(x, t) : \Omega \to \mathbb{R}$, and $\Omega = [-1, 1] \times [0, 1]$. Initially, we set $w^{(0)} = \left[\frac{1}{3}, \frac{2}{3}, \frac{1}{3}\right]^T$ and $\eta = 10^{-5}$.

The left panel of Figure 2 presents the detected changepoints over the temporal axis. In comparison, the PINN method detects these breakpoints at $0.240s$ and $0.615s$ and estimates parameters as $0.498$, $-0.082$ and $9.018$ respectively, whereas the CP-PINNS method accurately detects them at $0.335s$ and $0.671s$ and estimates parameters as $0.5001$, $0.048$ and $0.999$ respectively. The right panel of Figure 2 reveals an upward trend in $w_2$ and a declining trajectory for $w_1$ and $w_3$. This dynamic results from the

$$\Delta \lambda^+(t^i) = \begin{cases} \Delta \lambda(t^i), & \text{for } \Delta \lambda(t^i) \geq 0, \\ 0, & \text{otherwise.} \end{cases} \quad \Delta \lambda^-(t^i) = \begin{cases} 0, & \text{for } \Delta \lambda(t^i) \geq 0, \\ -\Delta \lambda(t^i), & \text{otherwise.} \end{cases}$$

In order to optimize the distribution of loss weights $w$, we propose a cost function at the $k$-th batch as

$$m^{(k)}(w^{(k-1)}) = \begin{bmatrix} L^f_k, & L^s_k, & V^{\lambda}_k \end{bmatrix},$$

where $L^f_k = \frac{1}{B} \sum_{i=1}^{B} \left( u_i - u_{NN}(x_i^{(k)}, t, \hat{\Theta}^{(k-1)}(w^{(k-1)})) \right)^2$, $L^s_k = \frac{1}{B} \sum_{i=1}^{B} \left| f_{NN}(x_i^{(k)}, t) \right|^2$, $V^{\lambda}_k = \sum_{i=1}^{T-1} \delta(i) \left[ \hat{\lambda}^{+}_{(k-1)}(t^i) + \Delta \lambda_{(k-1)}(t^i) \right]$. $\hat{\Theta}^{(k-1)}$, $w^{(k-1)}$ and $\hat{\lambda}_{(k-1)}$ are neural network parameters, loss weights vector and estimated physical parameter at $(k-1)$-th batch, respectively. $B$ is the number of batches.

Figure 1 shows our iterative algorithm for meta learning of the loss weights $w$. For the $k$-th batch of data, we compute the cost function using data points uniformly sampled across the spatial domain and spanning the entire time domain. This approach adaptively refines the weight vector $w$ based on out-of-sample data. Specifically, it increases the weight for components with larger losses and decreases it for those with smaller losses. This ensures that the neural network focuses more on regions it currently underfits, leading to a more balanced overall fit.

3 Empirical Results

We discuss the advection-diffusion equation, which is widely used in heat transfer [31], mass transfer [32], and fluid dynamics problems [33]. The equation of one-dimensional form is given by

$$\frac{\partial u}{\partial t} + \frac{\partial u}{\partial x} = \lambda(t) \frac{\partial^2 u}{\partial x^2}, \quad u(t, -1) = u(t, 1) = 0, \quad u(x, 0) = -\sin(\pi x),$$

where $\lambda(t) = 0.5$ for $t \in [0, 0.333)$, $0.05$ for $t \in [0.333, 0.667]$ and $1$ for $t \in [0.667, 1]$. $u(x, t) : \Omega \to \mathbb{R}$, and $\Omega = [-1, 1] \times [0, 1]$. Initially, we set $w^{(0)} = \left[\frac{1}{3}, \frac{2}{3}, \frac{1}{3}\right]^T$ and $\eta = 10^{-5}$.

The left panel of Figure 2 presents the detected changepoints over the temporal axis. In comparison, the PINN method detects these breakpoints at $0.240s$ and $0.615s$ and estimates parameters as $0.498$, $-0.082$ and $9.018$ respectively, whereas the CP-PINNS method accurately detects them at $0.335s$ and $0.671s$ and estimates parameters as $0.5001$, $0.048$ and $0.999$ respectively. The right panel of Figure 2 reveals an upward trend in $w_2$ and a declining trajectory for $w_1$ and $w_3$. This dynamic results from the
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2Standard PINNs assume a constant coefficient over time, which performs much worse for changepoint scenarios. To ensure a fair comparison, we modify PINNs to allow for a time-dependent coefficient. This highlights the effectiveness of our total variation term combined with meta-learning.
Figure 2: (Left) Parameter estimation of CP-PINNs and PINNs. (Right) Loss weights distribution across time.

Figure 3: The solution of 1D advection-equation with two breakpoints.

interplay between the total variation term assisting the model in discerning the breakpoints’ positions and the meta-learning algorithm gradually directing the model’s focus toward efficiently fitting the PDEs. Figure 3 shows the performance of CP-PINNs in solving PDEs, especially in proximity to edges and breakpoints.

Figure 4: The stream-wise and transverse velocity of 2D Navier-Stokes equation with two breakpoints.

We next explore a scenario involving the Navier–Stokes equation, a standard model for incompressible fluid flow, often applied in contexts such as water flow in pipeline [34], air dynamics over aircraft surfaces [35], and pollutant dispersion [36]. Here, we focus on a specialized 2D case of the equation.

\[
\begin{align*}
    u_t + (uu_x + vu_y) &= -p_x + \lambda(t) (u_{xx} + u_{yy}) \\
    v_t + (uv_x + vv_y) &= -p_y + \lambda(t) (v_{xx} + v_{yy})
\end{align*}
\]

for \( u(x, y, t), v(x, y, t) \) and \( p(x, y, t) : \Omega \to \mathbb{R} \), where \( \Omega = [-5, 10] \times [-5, 5] \times [0, 6] \). \( u(x, y, t) \) and \( v(x, y, t) \) denote the stream-wise and transverse velocity components, respectively, and \( p(x, y, t) \) is
the measurement of fluid pressure. Similar to [1], we assume a uniform free stream velocity at the left boundary and a zero pressure outflow condition at the right boundary. The top and bottom boundaries are treated as periodic, ensuring continuous flow in the vertical direction. In our experiment, we focus on incompressible fluid flow passing through the 2D circular cylinder with radius = 0.5, and $\lambda(t)$ is the viscosity coefficient. It’s known that fluid viscosity is significantly affected by temperature changes; for instance, heating oil decreases its viscosity, facilitating flow, while cooling increases it. Recognizing this sensitivity, we model $\lambda(t)$ to vary over time: $\lambda(t) = 0.5$ for $t \in [0, 2)$, then 0.01 for $t \in [2, 4)$, and returns to 0.5 for $t \in [4, 6]$. This variation simulates the effect of rapid temperature changes on fluid viscosity.

Our method detects changepoints at 1.96s and 4.02s, offering precise parameter estimates for each segment: $\hat{\lambda}(t) = 0.499$ for $t \in [0, 1.96)$, 0.010 for $t \in [1.96, 4.02)$, and 0.496 for $t \in [4.02, 6]$. PINNs incorrectly estimate changepoints at 1.48s and 4.52s, yielding the erroneous parameters 0.498, 0.101, and 0.38, respectively. Figure 4 showcases our model’s capability in solving both stream-wise and traverse velocities. A comparative analysis of estimation results between PINNs and CP-PINNs, along with the distribution of loss weights over time, can be found in Figure 5.

4 Conclusions

We introduce a novel method for identifying changepoints in dynamic systems governed by general PDEs dynamics. Our approach works with piecewise-constant time-changing parameters and leverages total variation regularization on the first-order differences of parameters. We also propose a meta-learning strategy that balances the priorities between changepoint detection, model fitting, and PDEs discovery. For future works, we plan to explore changepoints linked to both temporal and spatial data, like in Quasi-linear PDEs, and situations where multiple parameters undergo changepoints.
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