Abstract

Methods for anomaly detection of new physics processes are often limited to low-dimensional spaces due to the difficulty of learning high-dimensional probability densities. Particularly at the constituent level, incorporating desirable properties such as permutation invariance and variable-length inputs becomes difficult within popular density estimation methods. In this work, we introduce a permutation-invariant density estimator for particle physics data based on diffusion models, specifically designed to handle variable-length inputs. We demonstrate the efficacy of our methodology by utilizing the learned density as a permutation-invariant anomaly detection score, effectively identifying jets with low likelihood under the background-only hypothesis. To validate our density estimation method, we investigate the ratio of learned densities and compare to those obtained by a supervised classification algorithm.

1 Introduction

Anomaly detection (AD) has emerged as a complementary strategy to classical model-dependent searches for new particles at the Large Hadron Collider and elsewhere. These tools are motivated by the current lack of excesses and the vast parameter space of possibilities [1, 2]. Machine learning (ML) techniques are addressing these motivations and also allowing for complex particle physics data to be probed holistically in their natural high dimensionality [3]. Nearly all searches for new particles begin by positing a particular signal model, simulating the signal and relevant Standard Model (SM) backgrounds, and then training (with or without ML) a classifier to distinguish the signal and background simulations. Machine learning–based AD tries to assume as little as possible about the signal while also maintaining the ability to estimate the SM background. Two main classes of ML approaches are unsupervised and weakly/semi-supervised. Unsupervised methods use ‘no’ information about the signal in training...
We propose to use point cloud diffusion models combined with explicit density estimation for AD, with we quantify the performance of the density estimation with likelihood ratios. Finally, we demonstrate while weakly/semi-supervised methods use limited or noisy labels. The ‘no’ is in quotes because f

The drift $(\lambda)$ and diffusion $(g)$ can be chosen independently and determines the relative importance of the score-

simplifying the last term of Eq. 1

The learned approximation to the score function can then be used to recover the data probability density by solving the following equation:

$$\log p_0(x_0) = \log p_T(x_T) + \int_0^T \nabla \cdot \tilde{f}_0(x_t, t) dt,$$

with

$$\tilde{f}_0(x_t, t) = \left[ f(t)x_t - \frac{1}{2}g(t)^2s_\theta(x_t, t) \right].$$

The drift $(f)$ and diffusion $(g)$ coefficients are associated with the parameters of the Gaussian perturbation kernel. In our studies, we use the VPSDE framework with velocity parameterization
as used in [6]. In this parameterization, the score function of the perturbed data reads:
\[ s_\theta(x_t, t) = x_t - \frac{\alpha_t}{\sigma_t} v_\theta(x_t, t), \]
(5)
where the outputs of the network prediction, \( v_\theta(x_t, t) \), are combined with the perturbed data, \( x_t \), and the mean and standard deviation of the induced perturbation kernel \( \mathcal{N}(x(0)|\alpha, \sigma^2) \). A cosine schedule is used with \( \alpha_t = \cos(0.5\pi t) \) and \( \sigma_t = \sin(0.5\pi t) \). The resulting drift and diffusion coefficients are also identified based on the perturbation parameter as
\[ f(x, t) = \frac{\mathrm{d}\log\alpha_t}{\mathrm{d}t} x_t, \quad g^2(t) = \frac{\mathrm{d}\sigma^2}{\mathrm{d}t} - 2 \frac{\mathrm{d}\log\alpha_t}{\mathrm{d}t} \sigma^2_t. \]
(6)

While the estimation of the data probability density is independent from the choice of the weighing function \( \lambda(t) \) described in Eq. 1, different choices can enforce different properties to the learned score function. For example, the velocity parameterization in Eq. 5 implicitly sets \( \lambda(t) = \sigma(t)^2 \), which avoids the last ratio in Eq. 2 that diverges as \( \sigma(t) \to 0 \) at times near 0. On the other hand, Ref. 10 shows that choosing \( \lambda(t) = g(t)^2 \) turns the training objective in Eq. 1 into an upper bound to the negative log-likelihood of the data, effectively allowing the maximum likelihood training of diffusion models and possibly leading to more precise estimates of the data probability density. The negative aspect of this choice is that the lack of the multiplicative \( \sigma^2 \) term can lead to unstable training. This issue can be mitigated by using an importance sampling scheme that reduces the variance of the loss function. During the training of the likelihood weighted objective we implement the same importance sampling scheme based on the log-SNR implementation defined in [11] where the time parameter is sampled uniformly in \( -\log(\alpha^2/\sigma^2) \) while in the standard implementation the time component itself is sampled from an uniform distribution.

3 Results

The top quark tagging dataset is the widely-used community standard benchmark from Ref. [12-13]. The background consists of dijets produced via Quantum Chromodynamics (QCD) and the signal is top quark pair production with all-hadronic decays. All jets in the range 550 GeV < \( p_T \) < 650 GeV and \( |\eta| < 2 \) are saved for processing. Each jet is represented with up to 100 constituents (zero-padded if fewer; truncated if more). To illustrate the anomaly detection abilities of our approach, we also simulate jets produced from a dark shower within a hidden valley model [14-17]. Our dark showers are motivated by Ref. [18], and consist of a \( Z' \) with a mass of 1.4 TeV that decays to two dark fermions charged under a strongly coupled U(1)’. These fermions have a mass of 75 GeV and hadronize into dark pion and \( \rho \) mesons, each of which can decay back to the Standard Model.

The network implementation and training scheme used to train the diffusion model are the same ones introduced in Ref. [6], based on the DEEPSETS [19] architecture with Transformer layers [20]. This model is trained to learn the score function of the jet constituents in \((\Delta\eta, \Delta\phi, \log(1 - p_{T,rel}))\) coordinates, with the relative particle coordinates \( \Delta\eta = \eta_{\text{part}} - \eta_{\text{jet}}, \Delta\phi = \phi_{\text{part}} - \phi_{\text{jet}}, \) and \( p_{T,rel} = p_{T,\text{part}}/p_{T,\text{jet}} \) calculated based on the jet kinematic information. The particle generation model is conditioned on the overall jet kinematics described by \((p_{T,\text{jet}}, m_{\text{jet mass}}, N_{\text{part}})\) The overall jet kinematic information is learned (simultaneously) by a second diffusion model as done in Ref. [6] using a model based on the RESNET [21] architecture.

All features are first normalized to have mean zero and unit standard deviation before training. The probability density is calculated with Eq. 3. The integral is solved using SciPy [22] with explicit Runge-Kutta method of order 5(4) [23-24] with absolute and relative tolerances of \( 5 \times 10^{-5} \) and \( 10^{-4} \), respectively. Lower and higher values of the absolute and relative tolerances were tested with overall results remaining unchanged. We define the anomaly score in this work as
\[ \text{anomaly score} = -\log(p(\text{jet})p(\text{part|jet})^{1/N}), \]
(7)
with the model learning the likelihood in the particle space conditioned on the jet kinematic information \( p(\text{part|jet}) \) normalized by the particle multiplicity. We show the distribution of the anomaly score in Fig. 2 for diffusion models trained exclusively on QCD or top quark jets.

The diffusion model training using maximum likelihood \( (\lambda(t) = g(t)^2) \) also presents, on average, lower anomaly score compared to the standard diffusion approach \( (\lambda(t) = \sigma(t)^2) \). With this choice
of anomaly score, we investigate the significance improvement characteristic curve (SIC), and Receiver operating characteristic (ROC) curve shown in Fig. 3.

For both classes of anomalies we observe maximum values for the SIC curve above 1, supporting the choice of metric for anomaly detection. Conversely, the maximum-likelihood training results in slightly lower SIC curve for anomalous jets containing the decay products of top quarks.

4 Conclusions and Outlook

In this work we presented an unsupervised anomaly detection methodology based on diffusion models to perform density estimation. Our method approximates the score function to estimate the probability density of the data. The diffusion model is trained directly on low-level objects, represented by particles clustered inside jets. The model for the score function is equivariant with respect to permutations between particles, leading to a permutation invariant density estimation. We test different strategies to train the diffusion model, including a standard implementation and a maximum-likelihood training of the score model. The maximum-likelihood training presents on average a lower negative-log-likelihood, indicating improved probability density estimation. However, when applied for anomaly detection, we do not observe notable improvements.
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