Towards out-of-distribution generalization in large-scale astronomical surveys: robust networks learn similar representations
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Abstract

The generalization of machine learning (ML) models to out-of-distribution (OOD) examples remains a key challenge in extracting information from upcoming astronomical surveys. Interpretability approaches are a natural way to gain insights into the OOD generalization problem. We use Centered Kernel Alignment (CKA), a similarity measure metric of neural network representations, to examine the relationship between representation similarity and performance of pre-trained Convolutional Neural Networks (CNNs) on the CAMELS Multifield Dataset. We find that when models are robust to a distribution shift, they produce substantially different representations across their layers on OOD data. However, when they fail to generalize, these representations change less from layer to layer on OOD data. We discuss the potential application of similarity representation in guiding model design and training strategy and mitigating the OOD problem by incorporating CKA as an inductive bias during training.

1 Introduction

Although the astronomy and cosmology communities have embraced ML methods, many key challenges remain. We focus on two such goals: the interpretability of ML models and their robustness under distribution shifts.

Robustness is particularly salient in astronomy because simulations only provide an approximate realization of the observed universe. In addition, different simulation models provide different realizations of the same astrophysical observables, so models trained on simulations from one environment may not generalize to simulations from another. A model that fails under a distribution shift between simulations may also fail when provided with real-world data, so it is crucial to assess whether a model is robust to a given distribution shift. A better understanding of the settings under which a model fails to generalize may guide us toward better OOD generalization. Better interpretations of ML models may also allow us to discover new hidden features within trained models, which hold significant importance in astronomy [1].

Cianfarani et al. [6] applied CKA to study robustness to adversarial examples, and we similarly consider the relationship between robustness and similarity in our setting. Specifically, we compare similarities of the internal representations of pre-trained CNNs using CKA, finding that when models fail to generalize under distribution shift, they tend to produce representations that remain similar between layers. We then discuss the possible connection between representation similarities and accuracy and how these insights can be used to promote robustness under distribution shift, suggesting ways to improve model training or prune neural network architectures.

2 Methods

2.1 Data

We use the publicly available CAMELS Multifield Dataset (CMD) [7] which is an open-access collection of 2D maps and 3D grids of 13 different fields created using different hydrodynamic (IllustrisTNG–henceforth, TNG, and SIMBA) and pure \( N \)-body simulations as part of the CAMELS project [8]. We here use 2D maps with \( 256 \times 256 \) pixels and size 25 Mpc/\( h \) of the total matter density (\( M_{\text{tot}} \)) and Gas temperature (Temperature) from the TNG and SIMBA simulations at \( z = 0 \). The total matter density constitutes baryonic and dark matter contributions. The CMD dataset contains 1,000 simulations with 15 distinct maps per simulation.

2.2 CKA similarity measure

CKA compares the representations produced by different layers of the same or different architectures on shared input data. CKA is the normalized version of the Hilbert-Schmidt Independence Criterion (HSIC), which is used to test the dependence on distributions. Such a normalization allows the CKA metric to be invariant under isotropic scaling of the representations. The steps to compute CKA (assuming a linear kernel) are as follows (see Kornblith et al. [9] for more details). The input to CKA is a pair of representations \( X \in \mathbb{R}^{m \times n_X} \) and \( Y \in \mathbb{R}^{m \times n_Y} \) where \( m \) is the number of examples and \( n_X, n_Y \) are the respective feature dimensions. These inputs are transformed into gram matrices denoted by \( K \) and \( L \) satisfying \( K = XX^T \) and \( L = YY^T \), such that \( K \) and \( L \) have shape \( m \times m \).

The resulting gram matrices are then centered using a centering matrix, \( H = I_n - \frac{1}{n} 11^T \), to produce \( K' = KH \), \( L' = HLH \). Since CKA is the normalized version of the HSIC metric, the HSIC is first calculated by taking the dot product between the flattened versions of the centered gram matrices:

\[
\text{HSIC}(K, L) = \frac{\text{vec}(K') \cdot \text{vec}(L')}{(m-1)^2},
\]

where \( \text{vec} \) transforms the matrix into a vector. The CKA is given by

\[
\text{CKA}(K, L) = \frac{\text{HSIC}(K, L)}{\sqrt{\text{HSIC}(K, K) \cdot \text{HSIC}(L, L)}}.
\]

Following Nguyen et al. [10], we use the mini-batch CKA approach to reduce computational expense.

2.3 Implementation

Our CKA implementation closely follows Nguyen et al. [10]. The CKA calculation is performed on publicly available pre-trained CNNs on the CMD datasets from Villaescusa-Navarro et al. [11]. The basic architecture of these pre-trained CNN models consists of a series of blocks of convolutional layers \( \rightarrow \) BatchNorm \( \rightarrow \) Leaky ReLU layers followed by two fully connected layers with dropout. These CNNs were trained to predict the six cosmological and astrophysical parameters. We select the “best” trial based on validation loss, following the approach of [12] for calculating the CKA.

similarities using 50 maps for each field. A forward pass of the pre-trained CNN is performed on the test set two times independently, and the CKA similarity of each layer’s output representation (from the first pass) is computed for every layer’s output representation (from the second pass), yielding a CKA matrix.

To test the possible correlation between CKA similarities and performance, we compute the coefficient of determination $R^2$ score between the estimated and the true parameters. We only focus on recovering the cosmological parameters, $\Omega_m$ and $\sigma_8$, since most CNNs can marginalize over the astrophysics.

3 Results

We will refer to train-test setting pairs by name, e.g., TNG–SIMBA for the case where the CNN is trained on maps from TNG and tested on maps from SIMBA. We consider four cases to compute the CKA similarity matrices: TNG–TNG and TNG–SIMBA for Temperature maps, and SIMBA–SIMBA and SIMBA–TNG for Mtot.

3.1 When a model fails to generalize OOD, outputs of different layers are similar

For the Temperature field, the model fails to generalize from the training simulation environment, TNG, to the OOD simulation environment, SIMBA. This failure to generalize is because while $R^2$ scores for the cosmological parameters ($\Omega_m$, $\sigma_8$) for TNG–TNG are high (0.99 for $\Omega_m$, 0.98 for $\sigma_8$), they deteriorate for TNG–SIMBA (0.16 for $\Omega_m$, -10.61 for $\sigma_8$).

The CKA matrices for TNG–TNG and TNG–SIMBA shown in Fig. [1b] show a perfect similarity (= 1.0) along the main diagonal (i.e., bottom-left to top-right of the CKA matrix), which is expected since the scores on the diagonal compare each layer’s representation with itself. However, the similarities in the non-diagonal entries for the ID setting TNG–TNG are much smaller than those of the OOD setting TNG–SIMBA, which exhibits a block structure. The block structures for TNG–SIMBA indicate that different layers of the model produce similar representations on OOD inputs. In other words, the representations change only slightly as the OOD samples evolve deeper into this network.

We also quantify the differences in off-diagonal similarities in the CKA matrix that use ID and OOD data. The summary statistics (Fig. [1c]) empirically show that the following hold for CKA matrices containing block structures compared to matrices without dominant block or diffused structures: (a) the distribution of the CKA similarities is more skewed towards larger values, and (b) their eigenvalues are smaller. The latter implies that the high CKA similarities are dispersed throughout the matrix rather than being dominantly focused on the diagonal, leading to smaller eigenvalues.

3.2 When a model successfully generalizes OOD, outputs of different layers are dissimilar

In the previous section, we illustrated how CKA similarities change between ID and OOD data for models that generalize poorly between simulations. We repeat the CKA analysis on models trained on the Mtot maps, which can successfully generalize between simulations. For the Mtot field, the $R^2$ scores for the cosmological parameters ($\Omega_m$, $\sigma_8$) in the ID setting SIMBA–SIMBA are high (0.99 for $\Omega_m$, 0.98 for $\sigma_8$). The $R^2$ scores remain identical for the OOD test setting SIMBA–TNG (0.99 for $\Omega_m$, 0.98 for $\sigma_8$). Therefore, the model is robust to the change in the simulation environment, perhaps partly because the shift appears smaller (Fig. [2a]).

In contrast to Temperature, the CKA matrices for ID (SIMBA–SIMBA) and OOD (SIMBA–TNG) are similar visually (Fig. [2b]). Although the block structures in the CKA matrix may not have been entirely removed for SIMBA–TNG, the representations of initial (1–5) and final (16–20) layers have become less similar than in the CKA of the OOD setting of Temperature (TNG–SIMBA; see Fig. [1b]). In the Mtot setting, therefore, representations at the final layers have been substantially modified compared to those in the initial layers, standing in stark contrast to the behavior of a model during an OOD generalization failure as seen in Fig. [1b].

Unlike Fig. [1c], the summary statistics in Fig. [2c] show that the eigenvalues and the distribution of the CKA similarities are similar for ID and OOD cases. These statistics quantify the visual differences

\footnote{The results remain unaffected using different numbers of examples as long as sufficient examples ($\gtrsim 16 – 32$) are used.}
(a) Random example of the Temperature field from the TNG and SIMBA simulations.

(b) CKA matrices for the ID (TNG-TNG) (left) and OOD (TNG-SIMBA) (right) cases. The titles show $R^2$ scores between model prediction and true value for the $\Omega_m$ and $\sigma_8$ cosmological parameters.

(c) Summary statistics of the CKA matrices from Fig. 1b. On the left is the probability density function (PDF) of the CKA similarities, and on the right is the eigenvalues as a function of rank (i.e., the spectrum).

Figure 1: Analysis of the CKA similarities for the Temperature field. Representations of layers of the CNN trained on the TNG simulations are diverse only when the CNN is tested on 2D maps from TNG (i.e., ID samples) but are almost stagnant on 2D maps from SIMBA (i.e., OOD samples). The $R^2$ scores for TNG-SIMBA are drastically inferior to those for TNG-TNG, suggesting that the model fails to generalize to OOD (SIMBA) data.

---

(a) Random example of the Mtot field from the SIMBA and TNG simulations.

(b) CKA matrices for the ID (SIMBA-SIMBA) (left) and OOD (SIMBA-TNG) (right) cases. The titles show $R^2$ scores between model prediction and true value for the $\Omega_m$ and $\sigma_8$ cosmological parameters.

(c) Summary statistics of the CKA matrices from Fig. 2b. On the left is the probability density function (PDF) of the CKA similarities, and on the right is the eigenvalues as a function of rank (i.e., the spectrum).

Figure 2: Analysis of the CKA similarities for the Mtot field. Representations of layers of the CNN trained on the SIMBA simulations are diverse not only when the CNN is tested on 2D maps from SIMBA (i.e., ID samples) but also when tested on 2D maps from TNG (i.e., OOD samples). The $R^2$ scores for SIMBA-TNG are the same as SIMBA-SIMBA, suggesting that the model robustly generalizes to OOD (TNG) data.
between CKA matrices containing block structures and those that do not contain block structures. Overall, our experiments show that models produce different outputs at each layer when successfully generalizing OOD, but not when failing to generalize.

4 Conclusion and future work

Studying the CKA matrices of pre-trained CNNs tested using ID and OOD samples, we find that poor test-time model accuracy corresponds to higher similarity between different layers of the model (non-diagonal entries in the CKA matrix).

A high-similarity block feature in the CKA matrix suggests that these layers are unnecessary, and a similar accuracy can be obtained by replacing these layers with a single layer and then performing the training. In future work, therefore, the CKA matrix can be used to prune layers that correspond to diffused or block structures, which could reduce the memory footprint of the models while maintaining similar test-time performance. In addition, we have found that robust models have a characteristic feature of modifying their representations across different layers, whereas non-robust models possess stagnancy in their representations across different layers. This observation is crucial to the OOD generalization problem.

A high-similarity block feature in the CKA matrix suggests that these layers are unnecessary, and a similar accuracy can be obtained by replacing these layers with a single layer and then performing the training. In future work, therefore, the CKA matrix can be used to prune layers that correspond to diffused or block structures, which could reduce the memory footprint of the models while maintaining similar test-time performance. In addition, we have found that robust models have a characteristic feature of modifying their representations across different layers, whereas non-robust models possess stagnancy in their representations across different layers. This observation is crucial to the OOD generalization problem.

Our approach may be used to decide what simulations are best to train models for application on real-world data. By identifying when the model is not robust to a distribution shift, one can select data most similar to the OOD setting and produce novel training datasets capturing distribution shifts. Identifying generalization failures in this way is one method to build generally robust models, serving as feedback for improving training strategies to achieve OOD generalization. By understanding model behavior when failing to generalize, we can measure model confidence at test time and identify problem areas for learned models.

Future work can also investigate the causal impact of similarity structures on generalization performance in more detail. We plan to optimize these models by including the CKA matrix, as inductive bias, in the loss function to enforce similarity between CKA matrices of the ID and OOD samples, hence achieving OOD generalization. The advantage of this approach is that the computation of the CKA matrix does not require knowledge of physical parameters. This mimics the scenario of extracting information from real observations, where physical parameters are always unknown.

Acknowledgments and Disclosure of Funding

The authors acknowledge helpful discussions with Benjamin D. Wandelt and Francisco Villaescusa-Navarro. SH acknowledges support for Program number HST-HF2-51507 provided by NASA through a grant from the Space Telescope Science Institute, which is operated by the Association of Universities for Research in Astronomy, incorporated, under NASA contract NAS5-26555. SH also acknowledges support from the NYU Office of Postdoctoral Affairs and Simons Foundation. This work was supported by Hyundai Motor Company (under the project Uncertainty in Neural Sequence Modeling) and the Samsung Advanced Institute of Technology (under the project Next Generation Deep Learning: From Pattern Recognition to AI). This work has been made possible in part by a gift from the Chai Zuckerberg Initiative Foundation to establish the Kempner Institute for the Study of Natural and Artificial Intelligence. SA acknowledges financial support from the South African Radio Astronomy Observatory (SARAO).

References


