Emulating deviations from Einstein’s General Relativity using conditional GANs
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Abstract

Computationally expensive simulations pose a severe bottleneck, especially in astronomy, where several realizations of the same physical processes are required to facilitate scientific studies, such as exploring new physics or constraining the underlying physics by comparing it with observations. Simulations that modify Einstein’s gravity require solving highly non-linear equations and take $\sim 10$-20 times more time than the normal ones. In order to mitigate this bottleneck, we use a conditional generative adversarial network (cGAN) to map output fields from normal simulations to output fields of time-consuming simulations. Our model uses a frequency-based loss during training and uses indirect emulation wherein the mapping is achieved using ratio fields instead of the traditional input $\rightarrow$ output domain translation. Our cGAN agrees well with the ground-truth images despite the visually minor differences between fields from the input and output domains.

1 Introduction

A cosmological model describes the Universe by providing information about space-time geometry, matter, its physical behavior, and how matter and geometry are related. The $\Lambda$ Cold Dark Matter ($\Lambda$CDM) model is the currently most widely accepted model (also called the standard model of cosmology) and is based on Einstein’s general theory of relativity (GR). It agrees well with several observed properties of the Universe, such as the accelerated expansion of the Universe and the observed distribution of clusters of galaxies in the Universe [e.g., 21, 17, 24]. However, it has also been found to be in tension with some observational datasets and suffers from theoretical issues such as coincidence and fine-tuning problems [see, e.g., 6, 18, for reviews]. These prevailing issues have motivated the development of alternative theories to $\Lambda$CDM that can resolve these issues while explaining observations well.

Testing deviations from GR on cosmological scales is a key science target of several ground- and space-based surveys on which the community has spent billions of dollars. One promising alternative to $\Lambda$CDM is the class of modified gravity (MG) models, which modify GR equations from $\Lambda$CDM. As a result, the behavior and evolution of matter in MG differs from $\Lambda$CDM. Since GR is experimentally confirmed to be accurate in our local Universe but not yet on the (large) cosmological scales, MG models devise a new force law that converges to GR in the local Universe. Apart from the four fundamental forces of nature, these modifications to gravity can be considered a fifth force. The properties of this new fifth force are well constrained so that it is compatible with experiments.
deeming GR to be valid in the local Universe. The constraint is obtained by a ‘screening’ mechanism that suppresses the fifth force or, equivalently, hides modifications to Einstein’s gravity in local regions, such as our solar system (such regions are also of high density compared to the average density of the entire Universe).

A particularly widely studied MG theory is \( f(R) \) gravity \([1]\), parametrized by two free parameters, \( n \) and \( |f_{R0}| \). However, due to the modified nature of gravity, the resulting equations in \( f(R) \) (and MG, in general) become highly non-linear, due to which \( N \)-body simulations are necessary for studying matter evolution in \( f(R) \) \([2]\) (see e.g., \([3]\)). In our internal experiments, a typical \( f(R) \) simulation run requires at least ten times more time than the corresponding \( \Lambda CDM \) simulations, which is a considerable bottleneck.

Deep learning methods have been regarded as promising emulators in cosmology applications in recent years \([e.g., 16, 4, 19]\). In this study, we aim to leverage a cGAN \([15]\) to learn a mapping from the \( \Lambda CDM \) density fields (denoting matter distribution) to its \( f(R) \) counterpart by casting the mapping as an image-to-image translation problem. We show that meaningful mapping can be learned despite the intricate differences between the matter distribution of the two gravity models.

## 2 Methods

### 2.1 Data

Simulations for the \( \Lambda CDM \) and \( f(R) \) models are run using the MG-GLAM [8] code, an efficient extension of the GLAM [12] parallel particle mesh (PPM) \( N \)-body code. The implementation of the \( f(R) \) gravity model in MG-GLAM follows [9]. The modified gravity parameters are turned off for the corresponding \( \Lambda CDM \) simulations. We use \( n = 1 \) and a variant of \( f(R) \) gravity having \( |f_{R0}| = 10^{-4} \). The length of our simulation box is \( L = 128 h^{-1} \text{ Mpc} \), and the number of particles is \( N_p = 256^3 \).

We focus on simulation results from redshift zero, which represents the current epoch of the Universe. Five different realizations for \( \Lambda CDM \) and \( f(R) \) simulations are run to generate sufficient training data for training the neural network.

We use the Delaunay Tessellation Field Estimator (DTFE) code of [3] to estimate the volume-averaged density fields and interpolate them on a grid of size \( 512^3 \). For computational reasons, we extract 2D maps across the three axes (X–Y, Y–Z, X–Z) from each three-dimensional density field to generate our data. As a common practice in cosmology applications, maps are not randomly split into training, validation, and testing sets, as it can lead to overestimating model performance [20]. Instead, maps from 3D fields of three realizations are used for training. One realization is used for validation, and the other for testing.

For ease of notation, density fields from \( \Lambda CDM \) and \( f(R) \) will be called GR and F4, respectively.

### 2.2 Model architecture and training details

Our basic GAN architecture follows the pix2pix software [10]. The discriminator of our cGAN (called PatchGAN) uses the loss from the Least Squares Generative Adversarial Network (LSGAN), where an L2 loss is used instead of binary cross-entropy that addresses the vanishing gradient problem [14]. The objective is: \( \min_D \mathcal{L}_{\text{LSGAN}}(D) = \frac{1}{2} E_{x,y}[(D(x,y) - b)^2] + \frac{1}{2} E_{x,z}[(D(x,G(x, z)) - a)^2] \) and \( \min_G \mathcal{L}_{\text{LSGAN}}(G) = \frac{1}{2} E_{x,z}[(D(x, G(x, z)) - c)^2] \), where \( x \) is the input GR map, \( y \) is the prediction (in our case, this is the pixel-wise ratio of \( f(R) \) and GR maps; see Sect. 2.3), and \( z \) is a random noise vector, \( D \) and \( G \) are the discriminator and generator models. \( a = 0, b = 1 \), since the fake and real images are labeled 0 and 1, respectively, and \( c = 1 \) since the generator aims to fool the discriminator.

The additional L1 loss term used in pix2pix takes the form \( \lambda E_{x,y,z}[(y - G(x, z))_1] \), which \( G \) tries to minimize and enforces the generated images closer to the ground truth. The L1 loss can prevent mode-collapse and takes advantage of the supervised nature of cGAN. We use \( \lambda = 200 \) after finding that it works best for our case.

The L1 loss primarily forces the low-frequency components to match the ground truth. While pix2pix accounts for high-frequency correctness using the PatchGAN discriminator [10], a study by [11] proposed that explicitly incorporating a frequency-based loss function, complementary to the
(spatial-domain) L1 loss improves image translation. The authors call this focal frequency loss (FFL), which adapts itself to pay more attention to frequency components that are difficult to produce. Since cosmological fields carry important frequency information (quantified by the power spectrum, see Sect. 3), such a loss function is a natural choice. Our application uses a combination of L1 and FFL losses with equal weightage (0.5) for both terms. During training, we use the common practice of performing one gradient descent step of $D$ followed by one step for $G$. While optimizing $D$, we divide the objective by two to slow down the rate at which $D$ learns compared to $G$. Dropout layers in the model introduce stochasticity during training [10], which are turned off during evaluation.

The generator in pix2pix is a U-Net [23], an encoder-decoder architecture equipped with skip connections between mirrored layers from the encoder and the decoder. These connections are essential to prevent the loss of spatial details during image downsampling. Our encoder consists of nine convolutional layers, transforming the $512 \times 512$ maps into $1 \times 1$ dimensions at the bottleneck. The decoder then transforms this latent representation using a series of transposed convolutional operations. Our PatchGAN contains four convolutional layers and predicts whether a given image is real or fake. Each convolutional layer in our architecture has a kernel size of 4, ReLU activation (leaky for the discriminator and the encoder in the generator with slope 0.2 but non-leaky for the decoder in the generator), and instance normalization [25] is used. The final operation performed in the generator is the Tanh activation, which restricts the dynamic range of densities to $[-1, +1]$. We have used a scaled natural logarithm transformation ($\ln(x/c)$) for preprocessing the maps since we found it to perform better than the transformation of [22] commonly used in GAN applications in cosmology. We set $c = 10$ based on the densities from the training set.

Models are saved after every ten epochs during training. After training, all saved models are used on the validation set maps, and the model with the best performance (see Sect. 3 for the metrics) is selected for evaluation on the test set.

2.3 Ratio fields approach

The differences in the density fields of GR and F4 are minor, making it challenging to learn meaningful mapping. Our internal experiments suggested that a direct mapping of fields from GR to $f(R)$ could not produce plausible results based on the metrics in Sect. 3. We thus propose to map the GR field to the ratio field, i.e., $f(R)/GR$, since it better reveals the intricate differences and assists the cGAN in learning the mapping better. The final F4 prediction is obtained by multiplying the predicted ratio map with the simulated GR map.

3 Results

Fig. 1 shows an example visualization of the simulated GR and F4 maps and the cGAN prediction for a random map from the test set. The string-like structures in the maps are called filaments and are thicker in $f(R)$ due to enhanced gravitational forces compared to GR [13], as shown by the white and green ovals. The cGAN successfully reproduces the enhanced thickness. Some extremely high densities (denoted by the orange-white color) tend to not be reproduced accurately by the cGAN, as seen in the lower-right part of the green oval.

Figure 1: Sample visualization of the simulated GR and F4 and the cGAN predicted F4 map. Maps are shown in the logarithm scale. The map’s dimensions are $512 \times 512$ (see Sect. 2.1 for details).
To quantify the performance of the cGAN, we compare the power spectrum calculated by the Pylians package [26], the histogram of the densities, and the standard deviation in the histogram counts in Fig. 2. The density histograms are calculated on fields smoothed using a spherical top-hat filter of smoothing scale, $R_{th} = 10 h^{-1}\text{Mpc}$, similar to [2]. The power spectrum of the cGAN prediction agrees exceptionally well with the ground truth (F4 sim) with, on average, $\lesssim 5\%$ error. The density histogram suggests that the agreement of the cGAN prediction is good for the densities, $0.25 \lesssim \rho/\rho_{\text{mean}} \lesssim 10$, whereas worse for extremely low or high densities. While this suggests that outlier densities in the maps are not reproduced well, the bulk of the dynamic range of densities is reproduced reasonably accurately by the cGAN. The rightmost plot shows the bin-wise standard deviation of the counts from the middle histogram plot. This figure shows that cGAN can reasonably reproduce the scatter in the density distribution across the entire range of densities except for the most empties regions, $\rho/\rho_{\text{mean}} \lesssim 0.2$. Thus, the cGAN can generate density maps consistent with the ground-truth F4 maps in terms of the density distribution’s first and second moments (i.e., mean and standard deviation, respectively).

Table 1: Comparison of execution times of F4 simulations and our proposed approach. $t_{cGAN}$ includes the elapsed wall-clock time on the CPU for preprocessing the input map and the forward pass of the model in inference mode and is calculated using a randomly selected map from the test dataset. $t_f$ and $t_g$ are the time required for F4 and GR simulations, and $N_g$ is the grid size in one dimension, which is 512 here. Simulations use 32 cores (each core contains a single thread in our case), whereas cGAN inference uses a single thread, so the simulation time is the total CPU time obtained by scaling the wall-clock time by the no. of threads. I/O overhead for cGAN emulation and simulations are assumed to be similar.

<table>
<thead>
<tr>
<th>F4 simulation</th>
<th>Our approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time required (mins)</td>
<td>$t_f = 1610.28$</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total time (mins)</strong></td>
<td>$t_f = 1610.28$</td>
</tr>
</tbody>
</table>

Table compares the execution times of our proposed approach using the cGAN emulator and the $N$-body simulations using the MG-GLAM code. We recall that the output of $N$-body simulations is particle positions in a 3D volume, which is then interpolated onto the $512^3$ grid. However, our cGAN is designed to emulate 2D maps, which are slices of the 3D grid. Hence, the time required by the cGAN is scaled by 512 to find the time required to emulate the entire 3D density field. We assume that the time DTFE requires to interpolate the particle positions output from the GR and F4 simulations is the same and is not included in the comparison. We average each of these times across a few independent runs. The table shows that our approach requires $\sim 16$ times less time than the F4 simulations, significantly alleviating the computational burden. We further stress that the MG-GLAM simulation code was designed with a focus on efficiency and optimization and was found to be $\sim 100$-$300$ times faster than other full $N$-body simulation codes such as ECOSMOG or MG-AREPO in [8]. Thus, our cGAN approach would reduce the computational costs by an order of
thousands compared to full $N$-body simulations of F4. Time for cGAN emulation was measured on the CPU; access to GPUs would make the benefits more pronounced.

The generator of our cGAN contains 267.93M parameters, and its computational complexity is 284.69 GMac\(^1\) (Mac: Multiply-Accumulate Operations) for a single $512 \times 512$ resolution map. These facts are noted to inform the computational costs of our method and to decide whether our cGAN approach is feasible based on the computing resources available to the user.

Our preliminary results hint that the generator’s test-time performance shows a non-trivial variance across different training runs, which could arise due to the large size of the generator or due to the prevailing issue of unstable GAN training. More investigation is needed to find explanations and quantify the performance variance.

## 4 Visualization of discriminator outputs

The LSGAN variant of our PatchGAN aims to output scores close to 1 for real data (F4 sim) and 0 for fake data (cGAN’s F4 prediction). The PatchGAN outputs a $n \times n$ matrix, where each entry is the discriminator score for a specific $N \times N$ patch of the original image. Here, we visualize the $n \times n$ discriminator output; here, $n = 30$. We select the PatchGAN corresponding to the optimal generator model selected from the description in Sect. 2.2. It is then applied to the F4 sim, and cGAN prediction maps from Fig. 1 and the output matrices are compared in Fig. 3. As seen, output scores for F4 sim are closer to one, whereas output scores for F4 cGAN are closer to zero, which indicates that the PatchGAN outputs are non-random and a strong indication that it has forced the generator to emulate plausible results. Additionally, each entry in the matrix corresponds to a patch in the image, and the figure shows that the output scores have some spatial correlation, which can be explored further to gain more insights.

## 5 Conclusion and future work

We modified the traditional pix2pix cGAN by (a) incorporating a frequency-based loss function with the traditional L1 loss used with the cGAN loss and (b) using a new mapping where the image from the input domain is mapped to the pixel-wise ratio of the images from the target and the input domain, instead of the target domain directly. Due to our modifications, the cGAN predictions successfully reproduced key expected features in the images from the target domain (in our case, modifications to Einstein’s gravity) despite the minor differences between the input and target domains. A difference of $\sim 20 - 25\%$ in the power spectrum of the density fields between GR and $f(R)$ was reduced to $\sim 2\%$ using our cGAN. The density histograms revealed that the cGAN well reproduces the densities in $f(R)$ for all ranges of densities except for a few regions with extremely low or high densities. Since L1 loss weights all pixels equally, future work could involve using a weighted L1 loss measure or its equivalent in the frequency domain for improved synthesizing capabilities, applying the model on different $f(R)$ gravity models, and testing model generalization to different resolutions and redshifts. We also aim to trace back discriminator outputs to patches in the density maps to interpret the learning process of the discriminator.

This work presents a step towards replacing computationally expensive simulations (such as MG simulations) with deep-learning-based emulators to eliminate bottlenecks.
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\(^1\)We have used the ptflops package, available at [https://github.com/sovrasov/flops-counter-pytorch](https://github.com/sovrasov/flops-counter-pytorch).
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