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Abstract

This paper proposes an optimization-based method to learn the singular value
decomposition (SVD) of a compact operator with ordered singular functions. The
proposed objective function is based on Schmidt’s low-rank approximation theorem
(1907) that characterizes a truncated SVD as a solution minimizing the mean
squared error, accompanied with a technique called nesting to learn the ordered
structure. When the optimization space is parameterized by neural networks, we
refer to the proposed method as NeuralSVD. The implementation does not require
sophisticated optimization tricks unlike existing approaches.

1 Introduction

Spectral decomposition techniques, including singular value decomposition (SVD) and eigenvalue
decomposition (EVD), are crucial tools in machine learning and data science for handling large
datasets and reducing their dimensionality while preserving prominent structures; see, e.g., [11, 4].
These form the foundation of various low-dimensional embedding algorithms [18, 21, 15, 19, 13,
2, 3, 5] and correlation analysis algorithms [12, 23] and are widely used in image and signal
processing [1, 22, 24, 20, 16], natural language processing [9, 7], among other fields. Beyond the
learning applications, solving eigenvalue problems is often a crucial step in solving partial differential
equations from physical sciences, such as Schrödinger’s equations in quantum chemistry.

For large-scale, high-dimensional data, however, the memory, computational, and statistical complex-
ity of spectral decomposition poses a significant challenge in practice. While there exist streaming-
type algorithms that may alleviate the issues with large-scale data, the standard approach suffers the
curse of dimensionality, which is not easy to deal within the matrix decomposition framework. A
promising alternative is to approximate the singular- or eigen-functions using parametric function
approximators, assuming that there exists an abstract operator that induces a target matrix to decom-
pose. Given the exceptional ability of neural networks to generalize with complex data, such as
convolutional neural networks for images and transformers for natural language, one can anticipate
better extrapolation performance than in the matrix approach. By encoding the spectral information
to a single function, this framework can also significantly reduce the test-time complexity.

The idea of using neural networks to approximately perform spectral decomposition of an operator
was explored in the machine learning community by Pfau et al. [14] and Deng et al. [6] who proposed
a framework to systematically recover the ordered eigenfunctions. There exists a separate line
of (long) history in computational physics to numerically solve Schrödinger equations via neural-
network ansatzes (trial wavefunctions), but most, if not all, of the existing methods do not have a
systematic way to learn the top-L eigenfunctions.

Links to the full paper and code can be found at the first author’s website: https://jongharyu.github.io.
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In this paper, we propose a new optimization framework that can train neural networks to approximate
the eigen- (or singular-) functions of a compact operator, which can address the issues of the prior
works. We characterize the ordered singular functions as the unique global optimizer of a single
optimization problem, based on Schmidt’s low-rank approximation theorem (1907) and a trick called
nesting to enforce the structure. We demonstrate the power of our framework for solving a simple
Schrödinger equation among many other applications.

2 Motivation and Overview

As an alternative solution to the aforementioned problems with the matrix approach, we advocate the
parametric, optimization-based approach, which aims to train parametric functions (which are often
neural networks) to fit the desired singular- or eigen- functions. We start from an abstract setting,
where our problem of interest is already reduced to finding the EVD or SVD of a linear operator.
As our main framework of the low-rank approximation naturally characterizes SVD, we start by
describing SVD and show how we can perform EVD within the same framework as a special case.

Operator SVD We consider two separable Hilbert spaces F and G and a linear operator T : F → G.
For most applications, the Hilbert spaces F and G are L2 spaces. In learning problems, T is typically
given as an integral kernel operator induced by a kernel function, accompanied with data distributions.
In solving PDEs, T is often a differential operator that governs a physical system of interest, where
the underlying measure is the Lebesgue measure over a domain.

It is well known that for a compact operator T , there exist orthonormal bases (ϕi)i≥1 and (ψi)i≥1

with a sequence of non-increasing, non-negative real numbers (σi)i≥1 such that (T ϕi)(y) = σiψi(y),
(T ∗ψi)(x) = σiϕi(x), i = 1, 2, . . .. The function pairs (ϕi, ψi) are called (left- and right-, resp.)
singular functions corresponding to the singular value σi. Hence, the compact operator T can be
written as T =

∑∞
i=1 σi|ψi⟩⟨ϕi|, for σ1 ≥ σ2 ≥ . . . ≥ 0, which we call the SVD of T .

EVD as a special case of SVD In several applications, the operator is self-adjoint (i.e., T ∗ = T
with F = G), and sometimes even positive definite. By the spectral theorem, a compact self-adjoint
operator has the EVD of the form T =

∑∞
i=1 λi|ϕi⟩⟨ϕi|. In this case, the singular values of the

operator are the absolute values of its eigenvalues, and for each i, the i-th left- and right- singular
functions are either identical (if λi ≥ 0) or only different by the sign (if λi < 0). Hence, in particular,
we can find its EVD by SVD in the case of a positive-definite (PD) operator.

Prior Works on Spectral Decomposition with Neural Networks As alluded to earlier, Spectral
Inference Networks (SpIN) [14] and Neural Eigenfunctions (NeuralEF) [6] were proposed to train
neural networks to approximate EVD of a compact, self-adjoint, PD operator T : F → F . They are
both based on the following standard characterization of EVD, aiming to learn ℓ-th eigenfunction
assuming that the top (ℓ− 1) eigenfunctions are well learned:

(Pℓ)
maximize

ϕ̃ℓ∈F
⟨ϕ̃ℓ |T ϕ̃ℓ⟩

subject to ⟨ϕ̃ℓ |ϕ̃i⟩ = δℓi ∀1 ≤ i ≤ ℓ.

The difficulty in this formulation, however, lies in dealing with the hard orthogonality constraints.
SpIN and NeuralEF propose different variants of this formulation with tailored optimization tech-
niques, but they suffer crucial issues in practice; see Table 1 for a high-level comparison.

3 SVD via Nested Low-Rank Approximation

We propose a new optimization-based algorithm for SVD with neural networks, based on a century-
old theory from functional analysis (Schmidt’s approximation theorem) combined with a recently
proposed technique (the “nesting trick”) in the literature. The resulting framework is easier to
understand compared to the prior methods, and admits a straightforward implementation.
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Table 1: Comparison with SpIN [14] and NeuralEF [6].
SpIN NeuralEF NeuralSVD

Goal EVD EVD SVD
Unbiased gradient estimates ✓ ✗ ✓

To handle
orthogonality constraints

(per-step)
Cholesky decomposition function normalization -

To remove bias
in gradient estimates bi-level optimization large batch size -

Low-Rank Approximation Let f1:ℓ(x) := [f1(x), . . . , fℓ(x)]
⊺. For the top-L SVD of a given

operator T , our main objective function is based on the low-rank approximation (LoRA):

LLoRA(f1:L,g1:L) :=
∥∥∥T −

L∑
ℓ=1

|fℓ⟩⟨gℓ |
∥∥∥2
HS

−∥T ∥2HS = −2

L∑
ℓ=1

⟨gℓ |T fℓ⟩+
L∑

ℓ=1

L∑
ℓ′=1

⟨fℓ |fℓ⟩⟨gℓ |gℓ⟩.

Here, ∥T ∥2HS denotes the Hilbert–Schmidt norm of an operator T , which can be understood as
the operator version of the Frobenius norm for matrices. By Schmidt’s low-rank approximation
theorem [17], (f⋆,g⋆) corresponds to the rank-L approximation of T in the following sense.
Theorem 1 (Informal). Define (f⋆,g⋆) := argminfℓ∈F,gℓ∈G, ℓ∈[L] LLoRA(f1:L,g1:L). Then,∑L

ℓ=1 |g⋆ℓ ⟩⟨f⋆ℓ | =
∑L

ℓ=1 σℓ|ψℓ⟩⟨ϕℓ|.

Note that (Pf⋆,Pg⋆) for any orthogonal matrix P ∈ RL×L is also a global minimizer. This implies
that this global minimzier only characterizes the top-L singular subspaces, and we thus require an
additional trick to find the ordered singular functions and the singular values.

Nesting The key observation to break the symmetry in the objective LLoRA(f1:L,g1:L) is that the
ordered singular values and functions {(σℓ, ϕℓ, ψℓ)}Lℓ=1 can be characterized as the global minimizer
of a single objective function, by taking a weighted sum of {LLoRA(f1:ℓ,g1:ℓ)}Lℓ=1 with positive
weights; see Theorem 2 below. That is,

minimize
f1:L,g1:L

LNestedLoRA(f1:L,g1:L),

where we define, for any positive weights w = (w1, . . . , wL) ∈ RL
>0,

LNestedLoRA(f1:L,g1:L) :=

L∑
ℓ=1

wℓLLoRA(f1:ℓ,g1:ℓ)

= −2

L∑
ℓ=1

mℓ⟨gℓ |T fℓ⟩+
L∑

ℓ=1

L∑
ℓ′=1

Mℓℓ′⟨fℓ |fℓ⟩⟨gℓ |gℓ⟩.

Here, we define the vector mask as mℓ :=
∑L

i=ℓ wi and the matrix mask as Mℓℓ′ = mmax{ℓ,ℓ′}.

Theorem 2 (Informal). Let (f†1:L,g
†
1:L) := argminfℓ∈F,gℓ∈G,ℓ∈[L] LNestedLoRA(f1:L,g1:L;w). Then,

for each ℓ, |g†ℓ ⟩⟨f
†
ℓ | = σℓ|ψℓ⟩⟨ϕℓ|.

In the case of degenerate singular values, a minimizer still recovers the subspace spanned by the
singular functions sharing the same singular value. While this characterization remains true for any
positive weights, we empirically found that the uniform weight w = ( 1

L , . . . ,
1
L ) works well. We

remark in passing that the idea of nesting was first used in [25] to find the SVD of a special kernel,
where the focus was on establishing a theoretical framework for structured representations.

Training Neural Networks with Minibatch Samples In practice, we train a neural network with
minibatch training. When combined with neural networks, we call the entire framework NeuralSVD.
Since the objective is in the form of summation of inner products, which are in turn integrals (or
expectations), it allows a straightforward unbiased gradient estimator, we can use any off-the-shelf
stochastic optimization method with minibatch to solve the optimization problem. Given a minibatch
of size B, we can compute the minibatch objective by matrix operations, and the complexity is
O(B2L+BL2).
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4 Experiment: Solving Time-Independent Schrödinger Equation

We demonstrate the potential power of our method in solving PDEs for scientific computing. In
particular, following SpIN [14], we consider finding the first 9 eigenstates and energies of a hydrogen
atom confined over a 2D plane by solving the time-independent Schrödinger equation Hψ(x) =
Eψ(x). By ignoring constants, we can simplify it to the eigenvalue problem (∇2 + 1

∥x∥2
)ψ(x) =

λψ(x) for x ∈ R2. Here, the leading eigenvalues λ and eigenstates correspond to the ground
states and energies E of the actual system due to the sign flipping. In this particular example, the
closed-form solution is well-known [26]. Each eigenstate is parameterized by a pair of integers (n, ℓ)
for n ≥ 0 and −n ≤ ℓ ≤ n, where the (negative) eigenenergy is λn,ℓ := 1

4 (n+ 1
2 )

−2. Note that for
each n ≥ 0, there exist 2n+ 1 degenerate states that have the same energy.

Training Setup We adopted the training setup of [14] with some variations. We chose a sampling
distribution p(x) supported over a bounded box [−D,D]2 for D sufficiently large; D = 50 was used
as same as [14]. We note that this choice was apparently made based on prior knowledge that the first
9 eigenfunctions almost vanish outside the box [−50, 50]2. To estimate higher modes that may span
over a larger region, one would need to enlarge the box. Following [14], we further multiplied the
factor

∏d
i=1(

√
2D2 − x2i −D) to the network output, so that the output vanishes at the boundary of

the box. We specifically used a two-dimensional Gaussian distribution N (0, 162I2) truncated over
[−50, 50]2 as a sampling distribution, to emphasize the importance of the approximation around the
origin than the boundary of the box.

For both SpIN and NeuralSVD, we used 9 disjoint three-layer MLP with 128 hidden units to learn the
first L = 9 eigenfunctions, and trained for 5× 105 iterations with batch size 128. For the nonlinear
activation function, we used the softplus activation f(x) = log(1+ ex) following the implementation
of [14]. For SpIN, we used the RMSProp optimizer [8] with learning rate 10−4. For NeuralSVD,
we used the RMSProp optimizer with learning rate 10−3 and the cosine learning rate schedule [10].
During the evaluation, we applied the exponential moving average (over the model parameters) with
a decay rate of 0.995 to NeuralSVD for smoother results.

Figure 1: (Left) Visualization of the first 9 eigenfunctions ϕ1, . . . , ϕ9 of the 2D hydrogen atom. The
first and second rows present the learned eigenfunctions by SpIN and NeuralSVD, respectively. The
learned functions are aligned by an orthogonal transformation within each degenerate subspace to
compare with the ground truths in the third row. (Right) Visualization of the orthogonality of the
learned eigenfunctions.

Results Fig. 1 shows the learned eigenfunctions from SpIN (with decay parameter β = 0.01 as
suggested) and NeuralSVD. For comparison, we present the true eigenfunctions with a choice of
canonical directions to plot the degenerate subspaces (third row). Note that SpIN does not match even
after the rotation in several modes, e.g., (n, ℓ) = (1, 0), (2,−2), (2, 0), (2, 1). Further, the learned
functions (before rotation) are not orthogonal as visualized in the right panel. In contrast, NeuralSVD
can reliably match the correct eigenfunctions, with almost perfect orthogonality.
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