Bayesian Imaging for Radio Interferometry with Score-Based Priors
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Abstract

The inverse imaging task in radio interferometry is a key limiting factor to retrieving Bayesian uncertainties in radio astronomy in a computationally effective manner. We use a score-based prior derived from optical images of galaxies to recover images of protoplanetary disks from the DSHARP survey. We demonstrate that our method produces plausible posterior samples despite the misspecified galaxy prior. We show that our approach produces results which are competitive with existing radio interferometry imaging algorithms.

1 Introduction

Interferometry, a powerful technique in astronomy, combines signals from an array of radio antennae to achieve resolutions unattainable by any individual telescope. ALMA, a modern radio interferometer, is capable of high angular resolutions with high sensitivity, which enables the study of objects such as protoplanetary disks [e.g., 1] or high-redshift galaxies [e.g., 2]. The analysis of interferometric data, however, is exceedingly challenging due to the incomplete sampling of the Fourier space (uv-space) where data is measured. The most accurate methods fit the data directly in uv-space but due to the large number of the measured Fourier modes (visibilities), these methods require extremely expensive computations. A popular avenue is therefore to convert interferometric data to images of the sky.

The most widely-used imaging methods are derivatives of CLEAN [3–7], a deconvolution algorithm which attempts to iteratively remove from the images the effects of the incomplete uv-space sampling. Unfortunately, all versions of CLEAN suffer from several drawbacks: the algorithm can produce images with unphysical negative flux, results in suboptimal resolution, and does not output statistical uncertainties [8]. These limitations have motivated efforts to develop alternative imaging algorithms. One of these approaches is MPoL [9], which adopts a regularized maximum likelihood approach. Still, this technique does not provide uncertainty quantification and relies on fine-tuning of regularization parameters (an implicit prior). Another approach is resolve [10–12], which adopts a Gaussian prior in a Bayesian inference setting. To handle the computational challenges of Bayesian inference, resolve employs Metric Gaussian Variational Inference [13].

In this work, we use score-based generative models [14, 15] as principled priors [16] to perform Bayesian inference for radio interferometric imaging. Given a prior (in our case, a trained denoising score network), our formalism is free of hyperparameter tuning and can be adapted on the fly to new datasets without modification. Furthermore, only a fixed number of steps are required to generate...
samples from a good approximation to the high-dimensional posterior. We test our pipeline on ALMA observations of 3 DSHARP protoplanetary disks [17] as first application of this method to radio interferometry data. For our prior model, we use high-resolution optical images of galaxies as proxies of images of protoplanetary disks, which would otherwise only be available through simulations [e.g., 18]. We show that, even with a misaligned prior, this framework is capable of competing with state-of-the-art methods.

2 Methods

A radio interferometer measures the visibilities of the sky emission. For distant sources, the van Cittert-Zernike theorem [19, 20] states that the visibilities correspond to the Fourier components of the true sky emission. However, since only a subset of the visibilities is observed and since the visibilities are subject to measurement errors (noise), recovering the sky emission is an ill-posed inverse problem. As such, our goal is to recover plausible surface brightness profiles over a pixel grid, \( x \in \mathbb{R}^n \), where \( n \) is the number of pixels of our model, using ALMA observations of a protoplanetary disk, \( V \in \mathbb{C}^m \), where \( m \) is the number of gridded visibilities (we expand on the gridding process in the next section). Measurements are linearly related to sky emission via the equation

\[
V = S F \bar{p}_{\text{beam}} + \eta,
\]

where \( F \in \mathbb{C}^{n \times n} \) is the dense, unitary, 2D Fourier operator and \( S \in \{0, 1\}^{m \times n} \) is a mask, otherwise known as the sampling function, which selects visibilities corresponding to measurements. \( \bar{p}_{\text{beam}} \) is the primary beam — the response function of the primary antenna — and \( \eta \) is additive noise.

In a Bayesian inference setting, solving this problem translates into the task of sampling from the posterior defined by Bayes’s theorem as the product of the likelihood, \( p(V \mid x) = p(\eta) \), which encodes the properties of the additive noise distribution, and the prior, \( p(x) \):

\[
p(x \mid V) \propto p(V \mid x)p(x).
\]

The prior represents the known information about the uncertain parameters, here the sky emission, \( x \), before considering any measurement. Although it plays an important role in the statistical inversion, Feng et al. [21] show that misaligned score-based priors can recover plausible solutions for the black hole shadow from radio interferometric measurements. This is consistent with a Bayesian inference perspective, in which our knowledge of the world is iteratively updated with new data. When new data is informative, — i.e., when the likelihood is concentrated or narrow — and the prior is permissive — i.e., does not rule out unlikely events — the posterior can be very different from prior expectations.

In this work, we apply a score-based model trained on images of galaxies to posterior inference over real ALMA observations of DSHARP protoplanetary disks [17]. The likelihood of these observations is quite constraining since the number of observed visibilities is large (\( m > 10^6 \)), so it constitutes an ideal test for our hypothesis that a misaligned prior should still allow us to recover plausible solutions. We summarize herein our methodology to characterize the prior and sample from the posterior.

2.1 Sampling from the posterior with score-based priors

To characterize the prior, \( p(x) \) — or more specifically its score, \( \nabla_x \log p(x) \) — we employ denoising score matching [22–24]. In summary, we train a neural network based on the U-net architecture [25] with a weighted Fisher divergence loss [26] to match a Gaussian perturbation kernel \( p(x \mid x) = \mathcal{N}(\mu(t) x, \sigma^2(t) I_{n \times n}) \) associated with a Stochastic Differential Equations (SDE), where both the network and the kernel are parameterized by the time index \( t \in [0, 1] \) of the SDE [15]. The scalar functions \( \mu(t) \) and \( \sigma(t) \) are hyper-parameters to specify. In this work, we use the Variance Preserving (VP) SDE with \( \beta_{\text{min}} = 0.01, \beta_{\text{max}} = 20 \) and \( \epsilon = 10^{-5} \) [27].

The SDE used to sample from the posterior is obtained with Anderson’s reverse-time formula [28] and setting the posterior as the \( t = 0 \) boundary condition of the SDE

\[
dx = \left( f(x, t) - g^2(t) \nabla_x \log p_t(x \mid y) \right) dt + g(t) d\bar{w}.
\]

\( \bar{w} \) is a time-reversed Wiener process and \( y \equiv V \) is the observation. The drift, \( f(x, t) \), and the homogeneous diffusion coefficient, \( g(t) \), are specified by the SDE chosen for the prior [15]. Applying Bayes’s theorem, we can decompose the posterior score into a prior score and a likelihood score

\[
\nabla_x \log p_t(x \mid y) = \nabla_x \log p_t(x) + \nabla_x \log p_t(y \mid x)
\]
Figure 1: Image reconstructions by CLEAN, MPoL, and our score-based model for two protoplanetary disks. The two columns at right are pixel-wise statistics computed using the posterior obtained from our score-based approach using the SKIRT prior (we also show posterior samples of these two disks in appendix B). From left to right the statistics include the median and the 84%-16% percentile range. The MPoL image for AS 209 (bottom, second from left) is not fully optimized and is shown purely for illustration.

Unfortunately, the likelihood score, \( \nabla_x \log p_t(y \mid x) \), is an intractable quantity \([21, 29, 30]\). However, since the likelihoods considered in this work are very informative, we can employ the convolved likelihood approximation \([31, 32]\), which allows us to write

\[
p_t(y \mid x_t) \approx N(\mu(t) y \mid A x_t, \mu^2(t) \Gamma + \sigma^2(t) \Sigma),
\]

where \( A \equiv S F P_{\text{beam}}, \Sigma_{jk} = \frac{1}{2} \delta_{jk} + \frac{1}{2} \delta_{j0} \delta_{k0} \), where \( \delta_{jk} \) denotes the Kronecker delta, and \( \Gamma \in \mathbb{R}^{2m \times 2m} \) is the covariance matrix of the noise in the gridded visibilities. Note that the complex distribution in equation (5) is written in terms of a vectorized complex random variable, i.e., \( \eta \mapsto (\text{Re}(\eta), \text{Im}(\eta)) \in \mathbb{R}^{2m} \). We refer to the appendix A for more details.

### 3 Data and physical model

The PROBES dataset is a compendium of high-quality local late-type galaxies \([33, 34]\) that we leverage as a prior for our reconstructions. These galaxies, used in previous studies to train diffusion models \([32, 35]\), have resolved structures of spiral arms, bulges, and disks, which can vaguely resemble the structure of protoplanetary disks. The SKIRT TNG \([36]\) dataset is a large public collection of images spanning 0.3-5 microns made by applying dust radiative transfer post-processing \([37]\) to galaxies from the TNG cosmological magneto-hydrodynamical simulations \([38]\). The SKIRT TNG dataset offers us an opportunity to compare prior distributions based on the same type of objects — galaxies — but with different underlying assumptions about the physics that govern the formation of their structure \([39, 40]\), which in the case of SKIRT TNG is inherited from simulations instead of observations. In this work, we use the \( z \) band in both datasets to train the prior score models.

Disk Substructures at High Angular Resolution Project (DSHARP) \([17]\) is a recent survey aiming to characterize the substructures of 20 nearby protoplanetary disks by observing their continuum emission around 240 GHz with ALMA. High angular resolution observations of such systems can provide a better understanding of the physical processes occurring in a circumstellar disk which ultimately lead to planetary formation.

We process the calibrated visibilities released by the DSHARP survey using the \texttt{visread} package created by the MPoL team \([41]\). For each spectral window, we average the data across the different polarizations and conserve the non-flagged data. We assume a flat spectral index, which permits us
to combine spectral windows. In order to perform inference over regular grid models, we bin the visibilities using our implementation of a sinc convolutional gridding function, which was chosen for its uniform effect in image space. We estimate the diagonal part of the covariance matrix, \( \Gamma \in \mathbb{R}^{2m \times 2m} \), by computing a weighted standard deviation of the real and imaginary parts of the observed visibilities, \( \mathcal{V} \), within each bin. If a bin contains a small number of visibilities, we simultaneously expand the bin and the sinc window function until each cell has at least 5 data points.

In a statistical inference setting, the forward model attempts to capture the physics connecting the parameters of interest (in our case, pixelated sky emission) to the observed data.

For our forward model, we represent equation (1) using several simplifying assumptions. We define our images on a regular grid with a constant pixel size and we pad our posterior samples with noise during the diffusion in order to match the resolution of the gridded visibilities in Fourier space. We also model \( \mathcal{F} \) with a Fast Fourier Transform (FFT) [42], \( P_{\text{beam}} \) with a flat response (i.e., \( P_{\text{beam}} \equiv \frac{1}{n \times n} \)), and the noise, \( \eta \in \mathbb{R}^{2m} \), by a Gaussian distribution with diagonal covariance, \( p(\eta) = \mathcal{N}(0, \Gamma) \).

## 4 Results and discussion

We test our approach on three protoplanetary disks, HD143006, AS 209, and HT Lup [17, 44] choosing a pixel size of 4 mas, 9 mas and 1.5 mas respectively. Fig. 1 shows the resulting images generated by CLEAN, MPoL, and this work for HD143006 and AS 209.

The CLEAN images were obtained directly from the DSHARP collaboration [17]. For the MPoL image of HD143006, we adopted the hyperparameters from the MPoL documentation’s tutorial, which were optimized for this disk; we then performed a limited hyperparameter search for the disk AS 209. Thus, the performance of MPoL on the disk AS 209 is not optimized and is shown only for illustrative purposes. For generating our posterior samples — and since our method is fully parallel — we use 20 V100 GPUs to get 360 posterior samples (256 \times 256 pixels) in \(~ 1\) hour wall-time. Sampling is performed with 4000 steps of the discretized Euler-Maruyama SDE solver.

In order to avoid differences in unit conventions between the different algorithms, we normalize each image’s maximum pixel value to 1. Our method shows competitive resolution and dynamic range performance compared to MPoL and CLEAN.
Next, for HT Lup, we show in Fig. 2 the effect of two different priors trained under same SDE but on different datasets. Even though the prior has a clear effect on the posterior’s sample statistics, we still get consistent imaging results across the two priors since the likelihood is highly informative and the priors are sufficiently permissive.

Finally, we attempt to assess the coverage of our posterior estimator using Tests of Accuracy with Random Points (TARP) [45], a method to assess the accuracy of the posterior encoded by a generative model using samples by the model. To speed up the computation of this coverage test, we use a prior trained on a downsampled version of the SKIRT dataset. Our model shows statistically significant deviation from the ideal case (Figure 3), which is a general indicator of a bias in our uncertainty quantification. We believe that the source of this bias may stem from the convolved likelihood approximation. To explore this further, we plan to conduct additional coverage testing of our inference process while varying the built-in assumptions of our modeling. This exploration may uncover potential strategies to mitigate the bias in our approach.

In conclusion, our score-based imaging algorithm’s results are shown to be competitive with existing radio interferometry imaging algorithms. Our method, while currently biased, has the potential to provide realistic uncertainty quantification. In future work, we wish to explore the possibility of adding samples of protoplanetary disks from simulations as a way to encode a more accurate prior and quantify the robustness of our reconstructions to prior misspecification.
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A Convolved likelihood approximation

A.1 Background

In this appendix, we perform the derivation for the core approximation used in this work to make posterior sampling tractable, namely the convolved likelihood \( p_t(y \mid x) \) in equation (5).

In the context of continuous-time diffusion models introduced by [15], we work with the stochastic process \( X_t(\omega) : \Omega \times [0, 1] \to \mathbb{R}^n \), defined on the measurable space \( (\mathbb{R}^n, \mathcal{B}(\mathbb{R}^n), \{\mathcal{F}_t\}, \mathbf{W}) \) where \( \mathcal{B}(\mathbb{R}^n) \) is the Borel \( \sigma \)-algebra associated with \( \mathbb{R}^n \), \( \{\mathcal{F}_t\} \) is a set of filtrations and \( \mathbf{W} \) is the Wiener measure. We will describe the stochastic process associated with the SDE of the random variable of interest \( X \), using the perturbation kernel of the SDE, \( p_t(x_t \mid x_0) \), where \( t \in [0, 1] \) is the time index of the SDE. More specifically, we consider the Gaussian perturbation kernel that correspond to the Variance-Preserving (VP) SDE [14, 15]

\[
p_t(x_t \mid x_0) = \mathcal{N}(x_t \mid \mu(t)x_0, \sigma^2(t)1_{n \times n}).
\]

In this work, \( x_0 \) is an image of the protoplanetary disk we wish to infer from the interferometric data. Since the kernel is Gaussian, we can express \( x_t \), a noisy image of the protoplanetary disk, directly in term of \( x_0 \) and pure noise,

\[
x_t = \mu(t)x_0 + \sigma(t)z,
\]

where \( z \sim \mathcal{N}(0, 1_{n \times n}) \).

Since our goal is to sample from the posterior, we specify the \( t = 0 \) boundary condition of the SDE as the posterior distribution \( p(x_0 \mid y) \). We can construct the marginal of the posterior at any time \( t \) by applying Bayes’ theorem, taking the logarithm and taking the gradient with respect to \( x_t \). However, the quantity \( \nabla x_t \log p(y \mid x_t) \), the second term on the RHS of equation (4), is intractable to compute since it involves an expectation over \( p(x_0 \mid x_t) \)

\[
p_t(y \mid x_t) = \int dx_0 p(y \mid x_0) p(x_0 \mid x_t).
\]

To simplify this expression, we reverse the conditional \( p(x_0 \mid x_t) \) using Bayes’ theorem to get the known perturbation kernel of the SDE

\[
p_t(y \mid x_t) = \int dx_0 p(y \mid x_0) p(x_t \mid x_0) \frac{p(x_0)}{p(x_t)}.
\]

The convolved likelihood approximation involves in treating the ratio \( p(x_0)/p(x_t) \) as a constant or setting it to 1. The argument in favor of this simplification is that at low temperature (\( t \approx 0 \)), the prior and the convolved prior are roughly equal, \( p(x_t) \approx p(x_0) \). Hence, our approximation converges to the true likelihood at low temperature. At high temperature (\( t \approx 1 \)), this approximation is much worse unless \( p(x_0) \) can be treated as a constant over the region where \( p(y \mid x_0) \) contributes to the integral. In other words, the convolved likelihood approximation is more accurate when the likelihood is informative (narrow).

A.2 Convolution with a complex Gaussian likelihood

We now evaluate the convolution between the likelihood and the perturbation kernel

\[
p_t(y \mid x_t) \approx \int dx_0 p(y \mid x_0) p(x_t \mid x_0).
\]

The likelihood is a Gaussian distribution with covariance matrix \( \Gamma \in \mathbb{R}^{2m \times 2m} \), measured empirically as described in section 3,

\[
p(y \mid x_0) = \mathcal{N}(y \mid Ax_0, \Gamma).
\]

In what follows, we assume that the physical model, \( A \), is not a singular matrix. We define \( \tilde{A} \equiv SF_{\text{beam}} \in \mathbb{C}^{m \times n} \) to be the physical model. For the construction in this appendix to work, we redefine this complex matrix into its real-valued equivalent matrix

\[
\tilde{A} \equiv \begin{pmatrix} \text{Re}(\tilde{A}) & -\text{Im}(\tilde{A}) \\ \text{Im}(\tilde{A}) & \text{Re}(\tilde{A}) \end{pmatrix} \in \mathbb{R}^{2m \times 2n}
\]
In this construction, every complex random variable, e.g., \( \tilde{z} \in \mathbb{C}^n \), is reformulated as a vectorized complex random variable
\[
\mathbf{z} = (\text{Re}(\tilde{z}), \text{Im}(\tilde{z})) \in \mathbb{R}^{2n}
\] (13)

Naturally, we also reformulate real random variables; i.e., \( z \in \mathbb{R}^n \) is mapped to \( (z, 0) \in \mathbb{R}^{2n} \). As such, we can use the same probability rules that apply to real random variables to the complex random variables in the derivation below.

To evaluate the convolution in equation (10), we change the variables of integration for both the likelihood and the perturbation kernel. We first recall the data generating process, equation (1), \( y = Ax_0 + \eta \), where \( y \equiv \mathcal{V} \) are the observed or simulated visibilities. We now multiply equation (1) by \( \mu(t) \), then use the reparameterization in equation (7) to get
\[
\eta_t \equiv \mu(t)y - Ax_t = \mu(t)\eta - A\sigma(t)z.
\] (14)

We now extract the form of the perturbation kernel from equation (14). Recall that \( \eta \) is a normally distributed random variable (see appendix A.1). We now cast this variable in the space \( \mathbb{R}^{2n} \). In an abuse of notation, we write
\[
\mathcal{P}(\mathbf{z}) = \mathcal{N}(0, \mathbb{1}_{n \times n} \oplus 0_{n \times n}),
\] (15)
where \( 0_{n \times n} \) is a matrix filled with zeros and
\[
\mathbb{1}_{n \times n} \oplus 0_{n \times n} \equiv \begin{pmatrix} \mathbb{1}_{n \times n} & 0_{n \times n} \\ 0_{n \times n} & 0_{n \times n} \end{pmatrix}.
\] (16)

Despite the fact that we introduce a singular covariance matrix to account for the Dirac delta distribution of \( \text{Im}(\mathbf{z}) = 0 \), the end product of our derivation will not necessarily be singular. Using this, we can now obtain the perturbation kernel of the random variable \( \eta \)
\[
\mathcal{P}(\eta_t | \eta) = \mathcal{N}(\eta_t | \mu(t)\eta, \sigma^2(t)\Sigma)
\] (17)
where
\[
\Sigma \equiv A(\mathbb{1}_{n \times n} \oplus 0_{n \times n})A^T = \begin{pmatrix} \text{Re}(\tilde{A}) & \text{Re}(\tilde{A})^T \\ \text{Im}(\tilde{A}) & \text{Im}(\tilde{A})^T \end{pmatrix}
\] (18)

We then rewrite equation (10) in terms of \( \eta \) and \( \eta_t \). Using equation (14), we can relate the kernel \( \mathcal{P}(\eta_t | \eta) \) to \( \mathcal{P}(x_t | x_0) \) by making use of the change of variable formula for probability densities, we obtain
\[
\mathcal{P}(\eta_t | \eta) = \frac{1}{|\det A|} \mathcal{P}(x_t | x_0).
\] (19)

This change of variable can only occur if \( A \) is not singular. By changing the variable of integration in equation (10) to \( \eta_t \), we introduce another Jacobian determinant, \( d\eta = |\det A|dx_0 \). Finally, we make use of the equality \( \mathcal{P}(y | x_0) = \mathcal{P}(\eta) \) to write
\[
\mathcal{P}(y | x_t) \approx |\det A|^2 \int d\eta \mathcal{P}(\eta | \eta) \mathcal{P}(\eta_t | \eta).
\] (20)

With the approximations made in section (3), we have \( |\det A| = 1 \). We can thus ignore this determinant factor in what follows. We note that the factor \( \mu(t) \) scales the mean and covariance of the likelihood
\[
\mathcal{P}(\mu(t)\eta) = \mathcal{N}(0, \mu^2(t)\Gamma).
\] (21)

We obtain the distribution of \( \eta_t \) by evaluating analytically the convolution implied by the sum of random variable on the RHS of equation (14)
\[
\mathcal{P}(\eta_t) = \mathcal{N}(\eta_t | 0, \mu^2(t)\Gamma + \sigma^2(t)\Sigma),
\] (22)
which we can rewrite as
\[
\mathcal{P}(y | x_t) \approx \mathcal{N}(\mu(t)y | Ax_t, \mu^2(t)\Gamma + \sigma^2(t)\Sigma).
\] (23)

In the appendix that follows, we discuss in more detail the structure of the covariance matrix \( \Sigma \).
A.3 The convolved likelihood for imaging in Fourier space

We now discuss in more detail the structure of the covariance $\Sigma$ and show how we arrive to the expression of equation (5) with $\Sigma_{jk} = \frac{1}{2} \delta_{jk} + \frac{1}{2} \delta_{j0} \delta_{k0}$. By choosing a flat beam, $P_{\text{beam}} \equiv \frac{1}{4} n \times n$, the structure of the covariance is mostly determined by the Fourier operator, $\mathcal{F}$. The effect of the sampling function, $S$, is only to select or remove rows from the covariance matrix. As such, we invoke this function only at the end of this section. To make things simpler, we only consider the 1D Fourier operator in order to give an intuition of the behavior for the 2D case. This intuition will extend naturally to the 2D case.

With these simplifications in place, we replace the physical model by the unitary Fourier operator, with elements

$$\hat{A}_{k\ell} = \frac{1}{\sqrt{n}} \omega^{k\ell}, \quad k, \ell \in \{0, \ldots, n-1\}.$$  

$\omega = e^{-2\pi i / n}$ is the $n^{th}$-root of unity and $i \equiv \sqrt{-1}$ is the imaginary number. We start by evaluating elements of the first bloc of the covariance $\Sigma$ (see equation (18)). Using Euler’s formula and taking the real part of $\omega$, we get

$$[\Re(\hat{A}) \Re(\hat{A})^T]_{jk} = \frac{1}{n} \sum_{\ell=0}^{n-1} \cos \left( \frac{2\pi j\ell}{n} \right) \cos \left( \frac{2\pi k\ell}{n} \right).$$  

By using the trigonometric identity $\cos(\alpha) \cos(\beta) = \frac{1}{2} (\cos(\alpha-\beta) + \cos(\alpha+\beta))$ and the general result for the sum of a geometric series, we obtain

$$[\Re(\hat{A}) \Re(\hat{A})^T]_{jk} = \frac{1}{n} \sum_{\ell=0}^{n-1} \cos \left( \frac{2\pi j\ell}{n} \right) \cos \left( \frac{2\pi k\ell}{n} \right) = \begin{cases} 1, & j = k = 0 \mod n/2 \\ \frac{1}{2}, & j = k \neq 0 \mod n/2 \\ \frac{1}{2}, & j + k = n \\ 0, & \text{otherwise} \end{cases}.$$  

We get a formula for the other blocs of the covariance matrix using similar arguments

$$[\Im(\hat{A}) \Im(\hat{A})^T]_{jk} = \begin{cases} \frac{1}{n} \cos \left( \frac{\pi j}{n} \right) \cos \left( \frac{\pi k}{n} \right), & j = k \neq 0 \mod n/2 \\ \frac{1}{2}, & j + k = n \\ 0, & \text{otherwise} \end{cases}.$$  

$$[\Re(\hat{A}) \Im(\hat{A})^T]_{jk} = 0,$$  

$$[\Im(\hat{A}) \Re(\hat{A})^T]_{jk} = 0.$$  

In summary, we obtain a block-diagonal structure for the covariance. The diagonal components of the real and imaginary blocks are equal to $1/2$, except for their $j = k = 0$ components (sometimes called the DC component) and their component at the Nyquist frequency, $j = k = n/2$. In Figure 4, we show the covariance matrix associated to the 2D Fourier operator with $n = 4 \times 4$, assuming a row-major ordering of the dimensions for an image. This covariance has a similar structure to the 1D case. As before, the diagonal components equal $1/2$ with special cases for the DC and Nyquist components (3 per block in total). Since our images are real-valued, the covariance is unity for the real DC component and null for the imaginary DC component. The null entries of the covariance can be removed with the sampling function since real vectors do not contribute to these Fourier components. As it turns out, the sampling function considered in this work also removes the Nyquist frequencies. This is to say that the size of the pixels considered in section 4 over-samples the signal in the data. As such, these cases can safely be ignored in our final expression.

To speed up computation, we simplify further the covariance matrix by ignoring off-diagonal terms in the covariance. This practical solution has little effects on the results in this work. Thus, our final expression for the covariance is $\Sigma_{jk} = \frac{1}{2} \delta_{jk} + \frac{1}{2} \delta_{j0} \delta_{k0}$, where $\delta_{jk}$ denotes the Kronecker delta.
B Additional Figures

Figure 5: Prior samples from the two score-based models used as prior in this work.

Figure 6: Posterior samples of the disks HD143006 (first row) and AS209 (second row) presented in Figure 1.