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Abstract

Deep learning has been widely applied to solve partial differential equations (PDEs)
in computational fluid dynamics. Recent research proposed a PDE correction
framework that leverages deep learning to correct the solution obtained by a PDE
solver on a coarse mesh. However, end-to-end training of such a PDE correction
model over both solver-dependent parameters such as mesh parameters and neural
network parameters requires the PDE solver to support automatic differentiation
through the iterative numerical process. Such a feature is not readily available
in many existing solvers. In this study, we explore the feasibility of end-to-end
training of a hybrid model with a black-box PDE solver and a deep learning model
for fluid flow prediction. Specifically, we investigate a hybrid model that integrates
a black-box PDE solver into a differentiable deep graph neural network. To train
this model, we use a zeroth-order gradient estimator to differentiate the PDE solver
via forward propagation. Experiments show that the proposed approach based on
zeroth-order gradient estimation underperforms the baseline that computes exact
derivatives using automatic differentiation, but outperforms the baseline trained
with a frozen input mesh to the solver.

1 Introduction

Studying fluid dynamics presents significant challenges in the physical sciences due to the complex
nature of solving Navier-Stokes partial differential equations (PDEs) [4]. Traditional numerical
solvers employ finite-difference methods to solve PDEs over highly granular discrete meshes, de-
manding substantial computational burden. To address these challenges, data-driven deep learning
techniques have been developed to directly predict physical outcomes in computational fluid dy-
namics [3, 8, 16, 15, 6]. However, these approaches often require a substantial volume of data.
Consequently, the learned models often exhibit limited generalizability when solving PDEs with
out-of-distribution physical parameters (e.g., angle of attack).

Recently, a promising approach for PDE correction has emerged to enhance the generalization
performance [6]. This approach jointly optimizes a deep model and the PDE solver’s input mesh to
correct coarse simulation outcomes. However, this approach requires that the PDE solver supports
automatic differentiation through the numerical solving process – an attribute that often demands
substantial programming effort, especially for solvers in advanced application domains. On the other
hand, observe that mesh optimization is considerably less complex than neural network parameter
optimization, it is possible to optimize the mesh using noisy algorithms that do not rely on exact
gradient queries. Inspired by these insights, we are motivated to study the following question.
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• Q: Can we perform end-to-end deep learning for fluid flow prediction with black-box solvers
that do not support automatic differentiation?

In this work, we provide an affirmative answer to the above question. Our contributions are in two-
fold. First, we develop a zero-order type algorithm that can optimize the deep model’s parameters
and solver’s mesh parameters end-to-end without back-propagation through the solver. Consequently,
one can integrate any black-box solvers into the system and apply our algorithm to train this system.
Second, experiments show that the proposed zeroth-order approach produces correction models that
outperform the baseline model trained using first-order method with a frozen input mesh to the solver.

2 Hybrid Model for Fluid Flow Prediction

2.1 The SU2 PDE Solver

SU2 is a numerical solver developed for solving PDEs that arise in computation fluid dynamics [7]. It
applies the finite volume method (FVM) to solve PDEs and calculate certain physical quantities over
a given discrete mesh. To explain how SU2 works, consider the task of calculating the airflow fields
around an airfoil. The input to SU2 includes the following three components: (1) Mesh: a discrete
approximation of the continuous flow field; (2) Angle of attack (AoA): the angle between the chord
line of the airfoil and the oncoming airflow direction; (3) Mach number: the ratio of the airfoil’s
speed to the speed of sound in the same medium. Given the above input and initial conditions, SU2
can calculate the air pressure and velocity values at each node of the mesh.

2.2 The CFD-GCN Learning System

To accelerate SU2 simulations, [6] developed CFD-GCN – a hybrid machine learning model that
integrates the physical SU2 solver with a graph convolution network (GCN). This hybrid model aims
to predict the SU2 simulation outcome associated with fine mesh using that associated with coarse
mesh, as illustrated in Figure 1.

Figure 1: Illustration of CFD-GCN model [6].
Both the GCN model parameters and the coarse
mesh’s node positions are trainable.

Specifically, denote the fine mesh and coarse
mesh as Mfine and Mcoarse, respectively. Each
mesh consists of a list of nodes specified by po-
sitional x, y-coordinates. Now consider a set
of n settings of the AoA and Mach number pa-
rameters, and denote them as {P 1, P 2, ..., Pn}.
For the i-th parameter setting P i, denote the
corresponding simulation outputs produced as

Oi
fine = Sol(Mfine, P

i), (1)

Oi
coarse = Sol(Mcoarse, P

i), (2)
where Sol(·, ·) stands for the SU2 solver. Fur-
ther denote the graph convolutional network
model as GCNθ, where θ corresponds to the
model parameters. Then, the overall training
objective function can be written as

min
θ,Mcoarse

1

n

n∑
i=1

L
(

GCNθ(Mfine, O
i
coarse), O

i
fine

)
, (3)

where L stands for the MSE loss. Here, the goal is to jointly learn and optimize the GCN model
parameters θ and the coordinates of the nodes in the coarse mesh Mcoarse. The coarse mesh usually
contains very few number of nodes, and hence their positions critically affect the coarse simulation
outcome Ocoarse, which further affects the prediction accuracy of the GCN model.

2.3 Differentiability of Hybrid Model

To solve the above optimization problem, one standard approach is to use gradient-based methods
such as SGD, which require computing the gradient [∂L∂θ ;

∂L
∂Mcoarse

] using stochastic samples via back-
propagation. Specifically, the partial derivative ∂L

∂θ can be calculated by standard machine learning
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packages that support automatic differentiation (e.g., PyTorch [12] and TensorFlow [1]). For the
other partial derivative ∂L

∂Mcoarse
, it can be decomposed as follows by the chain rule:

∂L
∂Mcoarse

=
∂L

∂Ocoarse
· ∂Ocoarse

∂Mcoarse
. (4)

Note that the term ∂L
∂Ocoarse

can also be calculated by standard machine learning packages. The
challenge is to compute the other term ∂Ocoarse

∂Mcoarse
, which corresponds to the derivative of the output of

the solver with regard to the input coarse mesh. In [6], the authors proposed to compute this term
by adopting the SU2 solver to support automatic differentiation. However, this requirement can be
restrictive for general black-box solvers. Notably, in physics and chemistry disciplines, ML models
may be required to interface with experiments or complex simulation codes for which the underlying
systems are non-differentiable [13, 14, 11, 2, 5].

We propose to estimate the partial derivative ∂Ocoarse
∂Mcoarse

by leveraging the simulation outcomes, i.e.,
forward propagation through the solver [10]. The coordinate-wise zeroth-order gradient estimator
estimates the gradient of the solver via the following steps. First, we sample a mini-batch b ∈ N
of the coordinates of the input coarse mesh nodes uniformly at random. In our setting, each node
has two coordinates to specify its position in the x-y plane. We denote the index of these sampled
coordinates as {ξ1, ξ2, ..., ξb}, and denote the Euclidean basis vector associated with the coordinate
ξj as eξj . Then, choosing a parameter µ > 0, the coordinate-wise zeroth-order (Coordinate-ZO)
gradient estimator is defined as follows:

(Coordinate-ZO):
∂̂O

∂M
:=

1

b

b∑
j=1

O(M + µeξj )−O(M)

µ
eξj . (5)

To elaborate, Coordinate-ZO estimates the gradient based on the finite-difference formula, which
requires to perturb the input mesh M over the uniformly sampled coordinates {eξj}bj=1 and compute
their corresponding simulation outcomes via running the solver. The main advantage of using the
Coordinate-ZO estimator is its high asymptotic accuracy as µ tends to 0. When µ ↓ 0, each term in
the above summation converges to the exact partial gradient of O with regard to the corresponding
node coordinate. In practice, however, setting µ too small can lead to numerical instability and
less accurate evaluations. The bias due the a non-vanishing µ often results in subpar performance
compared to automatic differentiation (AD).

Furthermore, comparing to the finite-difference method, Coordinate-ZO requires only b function
evaluations per mesh update step. For instance, a forward pass in SU2 takes approximately 2.0
seconds on the coarse mesh [6], leading to around 1000 seconds for a full finite-difference step, while
the Coordinate-ZO estimation takes only 2.0× b seconds. Due to such high time cost, we did not
provide the necessary rounds of SU2 simulations of obtaining the required accuracy; instead, we
trade-off between the function call complexity and the model accuracy by tuning the parameter b.

While we considered other gradient estimators, like Gaussian and uniform smoothing, Coordinate-ZO
was selected based on its empirical effectiveness with b = 16 and µ = 0.001. We did not perform
further experimentation or a comprehensive grid search, as comparing gradient estimators was not
the primary aim of our research.

2.4 Training with Warm-Start

Asymmetry in Optimization. One key observation is that the optimization of the objective function
in eq. (3) is highly asymmetric between the network model parameters θ and the coarse mesh
Mcoarse. To elaborate, optimizing a deep neural network’s model parameters is challenging due to
the nonconvex nature of the optimization problem and because the trained parameters are often
substantially different from the randomly initialized parameters. Thus, in the initial training phase
when the neural network parameters’ gradients are large and noisy, they tend to amplify the noise of
the mesh nodes’ estimated gradients through the chain rule in eq. (4), which further slows down the
overall convergence and degrades the generalization performance.

Warm-Start. Aiming to further improve the training of the hybrid model via zeroth-order approaches,
we introduce a warm-start strategy to enhance convergence and generalization. This entails a two-
stage training process:
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• Warm-up Stage: Initially, we freeze the coarse mesh and focus solely on training the neural network
parameters for 300 epochs. Given that the coarse mesh remains unchanged, no extra simulations
are called upon during this phase.

• Training Stage: Leveraging the model developed in the prior stage, we unfreeze the coarse mesh
and jointly train the network parameters and mesh using the zeroth-order training algorithm.

3 Experiment Results and Discussion

We apply the aforementioned zeroth-order gradient estimators with parameter µ = 1e−3 to estimate
the gradient of the PDE solver output with regard to the input coarse mesh coordinates, and then
use the full gradient [∂L∂θ ;

∂L
∂Mcoarse

] to train the model parameters θ and the coarse mesh coordinates
Mcoarse by optimizing the objective function in eq. (3).

AoA Mach Number

Training data [-10:1:10] [0.2:0.05:0.45]
Test data [-10:1:10] [0.5:0.05:0.7]

Table 1: List of training data and test data.

The training dataset and test dataset consist of
the range of AoA and mach numbers as shown in
Table 1. The fixed fine mesh Mfine contains 6648
nodes, and the trainable coarse mesh Mcoarse
contains 354 nodes that are initialized by down-
sampling the fine mesh. Moreover, for the train-
ing, we use the standard Adam optimizer [9]
with learning rate 5 × 10−5 and batch size 16
(for sampling the AoA and mach number).

We compare the Coordinate-ZO under warm-start with two baselines: (i) the gradient-based approach
(referred to as Grad) proposed in [6], which requires a differentiable PDE solver; and (ii) the gradient-
based approach but with a frozen coarse mesh (referred to as Grad-FrozenMesh), which does not
optimize the coarse mesh at all. We observe that the Grad method with random initialization performs
better than the warm-start initialization; this result will be used to compare with Coordinate-ZO.

(a) Test loss comparison in the
number of epochs

(b) Test loss comparison in the
number of simulations

Figure 2: Test loss comparison among Coordinate-ZO, Grad
and Grad-FrozenMesh.

We tested Coordinate-ZO with mul-
tiple batch sizes b = 1, 2, 4 for
sampling the node coordinates (see
eq. (5)). Using a larger batch size b
leads to a more accurate estimation on
∂Ocoarse
∂Mcoarse

but requires to more simula-
tions. Therefore, we chose b = 1 to
compare its test loss with that of the
two gradient-based baselines, since it
is most-sample-efficient for achieving
the desired accuracy with the same
number of simulations in our tested
batch sizes b = 1, 2, 4. Figure 2-(a)
shows the obtained test loss curves over the training epochs. The test loss of Coordinate-ZO are lower
than that of the Grad-FrozenMesh approach and are higher than the Grad approach. This indicates
that optimizing the coarse mesh using the Coordinate-ZO estimator leads to a lower test loss than
using a frozen coarse mesh.

We also see that gradient-based mesh optimization performs better than our zeroth-order optimization.
This is expected as the gradient estimated by the Coordinate-ZO estimator is in general sparse
and noisy, which slows down the convergence and degrades the test performance. Though the
SU2 solver achieves better performance due to its automatic differentiation, our proposed hybrid
model is compatible with other solvers which may not have implemented AD method. Figure 2-(b)
illustrates the comparison between Grad and Coordinate-ZO in the number of simulations. The
Grad-FrozenMesh approach does not update the coarse mesh at all and hence is not included in
Figure 2-(b).

The following Figure 3 visualizes the pressure fields for input parameters AoA = 9.0 and
Mach Number = 0.8. The ground truth is obtained by running the SU2 solver on the fine mesh
to convergence. The field predicted by Coordinate-ZO is more accurate than that predicted by the
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Grad-FrozenMesh baseline, due to the optimized coarse mesh. Also, the zoomed-in yellow region of
the field predicted by our approach is closer to the Grad baseline.

(a) Ground Truth (b) Grad-FrozenMesh (c) Grad (d) Coordinate-ZO, b = 1

Figure 3: Visualization of the pressure fields predicted by Grad, Grad-FrozenMesh, and Coordinate-
ZO with b = 1 for AoA = 9.0 and mach number = 0.8.

4 Conclusion

This study developed a learning system for fluid flow prediction that supports an end-to-end training
of non-differentiable PDE solvers and deep learning models. We investigated the performance of
optimizing this system using one zeroth-order estimator, which allow us to differentiate the solver
without querying the exact gradients. Experiments showed that our approaches have competitive
performance compare to gradient-based baselines, especially when adopting a warm-start strategy.
We expect that our research will help integrate physical science modules into modern deep learning
without the need for substantial adaptation.
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