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Abstract

High-Purity Germanium (HPGe) detectors represent a leading technology in the
search for neutrinoless double beta (0νββ) decay [1] [2], a Beyond the Standard
Model (BSM) process that, if discovered, would fundamentally revise our under-
standing of the universe. A key analysis task in 0νββ decay experiments is the
classification task of separating signals from background noise, which is tradi-
tionally approached as a supervised learning problem. However, HPGe detector
data is often unlabeled, and producing ground-truth labels for every data point
is an involved process. In this work, we reformulate the classification task of
HPGe detector data as a weakly-supervised learning task and apply an episodic
reinforcement learning (RL) algorithm with Randomized Return Decomposition
(RRD) to address it. We evaluate our algorithm on real data produced by the
MAJORANA DEMONSTRATOR HPGe detector experiment. With significantly
fewer labels, the RL-trained weakly-supervised classifier slightly outperforms a
fully-supervised classifier under the same energy cut. This work shows poten-
tial for training classifiers to reject background in future HPGe experiments like
LEGEND.

1 Introduction

The Standard Model (SM) of particle physics represents physicists’ current best understanding of
elementary particles and fundamental symmetries. It is very successful, albeit some particles are
still not very well understood, like neutrinos. Alongside being electrically neutral, interacting poorly
with matter, and having incredibly small masses, neutrinos also have the potential to be Majorana
particles—that is, their own antiparticles. Currently, the only feasible method for determining the
Majorana status of neutrinos is the search for neutrinoless double beta (0νββ) decay.

Accurate signal/background classification is a key factor in the search for 0νββ decay in HPGe
detectors. Traditionally, this is considered a supervised learning task, requiring all training data
to be fully labeled. While raw detector data for 0νββ decay experiments like the MAJORANA
DEMONSTRATOR [1] are plentiful, labels are very time-consuming to acquire, prompting scientists to
look for alternatives to traditional supervised learning methods for data analysis. However, knowledge
of 0νββ decay physics can provide a partial label, allowing us to establish a weakly-supervised
learning problem (see Section 2.2). We turn to episodic reinforcement learning (RL) to solve our
classification problem.

In episodic RL, the reward is generated at the end of a sequence of actions (referred to as an episode)
rather than after each individual action. This raises the important question of how to distribute
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the episodic reward among the individual (state, action) pairs. For instance, how can labels like
’win’ or ’loss’ help determine which actions contributed most to the final outcome of each episode?
Randomized Return Decomposition (RRD) [3], which builds on the foundations of two existing
reward redistribution implementations [4] [5] by introducing Monte Carlo estimation into the loss
function, is a new training method that scales up and outperforms baseline algorithms. This work
utilizes RRD as a reward redistribution algorithm to address the weakly-supervised learning problem
arising from the HPGe detector dataset.

2 Methods

2.1 MAJORANA DEMONSTRATOR data

This study is conducted upon the open data release from the MAJORANA DEMONSTRATOR (MJD) [6],
a HPGe detector experiment dedicated to the search for 0νββ decay. All data points are generated
from a real HPGe detector array rather than simulation. The dataset is a subset of 228Th calibration
data from the DEMONSTRATOR and each data point consists of a raw detector waveform, a set of
accompanying analysis labels (including particle energy [7] and other discrimination cuts), the rise
time (marking the start of the waveform’s rising edge), and metadata. In MJD, the 0ββ decays are
considered single-site events (SSEs) which produce a single-step-like waveform because the electron
decay products deposit their energy within ∼ 1 mm in the detector; signals with a large energy
deposition region (∼ 1 cm), however, will produce a multi-step-like waveform, hence multi-site event
(MSE). MSEs are characteristic of photon backgrounds, which we would like to exclude from our
dataset while retaining SSEs. Examples of SSE and MSE waveforms can be found in Figure 2b.

In the MJD data release, each data point comes with a label indicating whether it is a SSE or MSE.
This serves as the ground-truth label for the data, with a label of 0 representing rejection by the A
vs E cut (MSE) and a label of 1 representing acceptance by the A vs E cut (SSE). These labels are
generated through a traditional analysis method known as A vs E [8]; designing and fine-tuning A vs
E typically takes 1–2 years. In this work, we aim to train a machine learning model without relying
on the ground-truth labels generated by A vs E, but ultimately use them to validate the trained model.

2.2 Weakly-supervised learning

The MAJORANA DEMONSTRATOR produces time series data, or waveforms, as its raw output, with
the amplitude of each waveform being approximately proportional to the energy of the incident
particle that created it. The overall behavior of the processes detected by the DEMONSTRATOR are
best visualized by plotting an energy histogram of many waveforms; a typical histogram from the
MJD data release is shown in the lower right of Figure 1. The histogram provides information as a
collective label for the waveforms: peaks at specific energy values represent known nuclear physics
interactions, indicating that the waveforms corresponding to those peaks are identified as either SSEs
or MSEs. However, energy ranges that have no peaks provide no information about event type. The
histogram is thus an inexact and incomplete label for a weakly-supervised learning setup, as SSE and
MSE labels will only emerge after the histogram is created.

Given this setup, we designed three energy cuts on the training data at three energy ranges that
typically corresponded to either SSE or MSE peaks. The ranges—1592± 5 keV (SSE), 2103± 5
keV (MSE), 866± 5 keV (MSE)—were chosen based on knowledge of underlying nuclear physics
processes. This energy cut is applied to the first five MJD data release training sets to form our
training dataset. After all cuts, 2857 waveforms remain. Post-processing, the data is separated into
training and testing sets using a 70/30 split. We then used RRD for an episodic RL training algorithm
to distribute the collective label among the raw detector data.

2.3 Reinforcement learning

The RRD-RL algorithm’s (see Figure 1) policy is a five-layer fully-connected neural network (FCNN)
consisting of a linear transformation, batch normalization, and Leaky ReLU function in each of the
first four layers. We used hyperbolic tangent (tanh) as the activation function of the output layer.
Chosen for its outputs within the range [−1, 1], tanh has a natural midpoint at 0 that allows for a
clear separation between negative and positive outputs. This is conducive to a binary classifier, as our
construction of the reward function (see Algorithm 1, bottom left of Figure 1) encourages the model
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Figure 1: Schematic of the RRD-RL classifier.

to assign negative outputs to MSE-type waveforms and positive outputs to SSE-type waveforms,
producing an overall large, positive reward.

Algorithm 1 RRD Classifier Reward Function

Require: action a, energy E
Initialize:

Reward r = 0
Peak width w

for a in trajectory do
if 1592− w < E < 1592 + w then

r+ = a
else if 2103− w < E < 2103 + w then

r− = a
else if 866− w < E < 866 + w then

r− = a
end if

end for
return r

The training algorithm and RRD loss (Eq. 1) are implemented along the lines of Ref. [3], the latter by
randomly sampling subsequences Ij of varying lengths M times from a given trajectory of length
Tj and calculating subsequence rewards R̂θ, which are then compared to the trajectory reward Rep.
Subsequence and trajectory rewards were both calculated using Algorithm 1. In this context, a
trajectory is defined as the collection of all (state, action, energy) tuples throughout the episode (see
top right of Figure 1), with one reward assigned for the entire trajectory.

L̂Rand-RD(θ) =
1

M

M∑
j=1


Rep(τj)−

Tj

|Ij |
∑
t∈Ij

R̂θ(sj,t, aj,t)

2
 (1)
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(a) (b)

Figure 2: (a) ROC curves for the supervised classifier (blue) and the RRD classifier (orange). (b)
Scatter plot of supervised classifier outputs vs. RRD classifier outputs, with SSEs in cyan and MSEs
in olive. The waveforms of two SSEs and two MSEs are displayed, including event energy.

3 Results & Discussion

To demonstrate the efficiency of our approach, we also constructed a traditional supervised learning
classifier with the same network structure and hyperparameters. The supervised learning classifier
uses a Sigmoid activation function as the output for its compatibility with Binary Cross-Entropy loss.
As discussed in Section 2.2, the supervised learning classifier requires a complete label for every data
point, while the RL classifier can make use of the inexact label generated by the histogram. Both
models are trained with the Adam optimizer [9].

During model evaluation, the RL-trained classifier was found to perform marginally better than
the supervised classifier. The ROC curves for the models are shown in Figure 2a. The supervised
classifier had an Area Under the Curve (AUC) of 0.75 for the ROC curve, slightly lower than the RRD
classifier’s AUC of 0.78. This indicates that the supervised classifier was marginally less accurate in
its classifications compared to the RRD model. We acknowledge that this may be due to the limited
amount of training data.

Figure 2b provides a qualitative comparison of the two models’ classification abilities. The y-axis
represents the output of the supervised learning classifier, while the x-axis shows the output of the
RRD classifier for the same event. In both cases, a higher output suggests the event is classified as
more SSE-like, while a lower score indicates it is classified as more MSE-like. Four of the plotted
points are isolated to show their corresponding waveforms. Although our reward function relies
on the assumption that certain energy ranges contain only SSEs or only MSEs, this is not true in
practice—for example, the event in the lower-left is single-site, yet has an energy that would have
our RL model sort it as multi-site. Even so, these pulled-out waveforms imply that the classification
decision was based primarily on waveform energy—and if this is true, then the results of the ROC
curve show energy to be a more reliable indicator of event type than ground-truth labels.

That said, energy is not the only metric. While the scale of outputs for the RL classifier is incredibly
small, the model outputs on the whole are tightly grouped: the majority of waveforms assigned
MSE-like outputs are grouped closely together on the left, while SSE-like waveforms have outputs
primarily within a small range on the right. This makes the handful of waveforms assigned middling
outputs stand out. The waveform in the top right is ground-truth a background event and has an
MSE-like energy following the reward function, yet it is not grouped with the other background-type
waveforms. This is not surprising, because while event energy is a robust indicator of event type, it is
not a perfect one.

4 Conclusions

Overall, the RRD classifier is an alternative to a traditional supervised learning model in the realm of
signal/background event discrimination via classification task. Its main advantage over the supervised
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model is that it does not require exact or complete labels for training; instead, the RRD model
relies solely on waveform energy, which can be easily derived from waveform amplitude. Following
our validation study, the RRD model, trained on incomplete and inexact labels, demonstrated a
classification performance comparable to that of the supervised model trained on complete and
precise labels.

Our future work involves reworking the reward function to allow for a more comprehensive analysis of
the data and to reduce any existing energy dependencies, as well as hyperparameter tuning, increasing
the amount of training data, and investigating the RRD model output sizes.
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