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Abstract

Unseen young planets can be characterized by analyzing emission from dust grains
in protoplanetary disks. The masses of embedded planets are inferred through
numerical simulations, empirical relations, or deep learning models. In this study,
we employ Variational Autoencoders (VAEs) to infer planetary parameters from
simulated protoplanetary disk images while quantifying the uncertainties in the
predictions. Our approach provides a robust framework for parameter estimation
and uncertainty quantification, which will enhance the reliability of characterizing
the nature of embedded protoplanets from disk observations.

1 Introduction

The concentric rings and gaps observed in images of protoplanetary disks (PPDs) through dust
emission [1, 2, 12] are frequently interpreted as signs of an embedded planet. However, due to
the limitations of current planet search techniques [10, 16], directly detecting planets within these
disks remains challenging. Characterizing these large-scale, planet-induced morphological changes
in protoplanetary disks (PPDs) offers a unique opportunity to investigate young, unseen planets
during their formation. This is typically done by comparing these features with theoretical models of
planetary gaps generated through customized simulations [20, 6, 19, 8, 11, 7, 14, 13] or empirical
relations [15, 17]. However, with the growing number of observed disks and the complexity of
disk-planet simulations, running hundreds of customized simulations for each system is inefficient
and impractical as a method for inferring the presence, location, and masses of embedded planets.
Various deep-learning models [3, 4] have enabled the detection and characterization of exoplanets
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from observed data with great accuracy. However, a key challenge with traditional deep learning
models is the difficulty in quantifying the uncertainties associated with their predictions.

Given an observed or simulated set of PPD images, a probabilistic deep learning model (such as
VAEs) can learn to model the underlying distribution of parameters that shape the morphology of
these PPDs. In this paper, we implement a VAE-based model and utilize the learned parameter
distribution (projected in the lower dimensional latent space of the VAE) to infer planet mass from
PPD images. Since the latent space is given in terms of a probabilistic distribution, we can quantify
the uncertainties associated with the predictions.

2 Methodology

Figure 1: Schematic of network architecture. The model takes PPD images as input and predicts the
planet’s mass. It additionally outputs the reconstructed image.

A VAE model consists of an encoder and a decoder. The encoder maps the high-dimensional input
image x into a latent space z. The goal of the decoder is to reconstruct the original input x from z. As
the model is trained/optimized to perform this image reconstruction via a lower-dimensional latent
space, the key features (or distribution of parameters) present in the input set get embedded in the
latent space.

For our model, the VAE approximates the posterior distribution p(α|x), where α represents planet
mass, and x is the disk image. To train the model we consider a loss function that consists of two
parts: the evidence lower bound (ELBO) and the mean squared error (MSE) between the predicted
planet mass αpred and the true planet mass αtrue:

Ltotal = Eqϕ(z|x)[log pθ(x|z)]− KL[qϕ(z|x)||p(z)] + MSE(αpred, αtrue) (1)

Here, qϕ(z|x) is the encoder’s approximation of the posterior distribution, and p(z) is a standard
normal prior on the latent variables. The reparameterization trick allows the model to learn via
backpropagation by expressing z as a function of a mean µ, standard deviation σ, and random noise
ϵ, where z = µ+ σ · ϵ. The training process iteratively updates the model weights by minimizing the
total loss function over batches of disk images, optimizing for both image reconstruction and planet
mass prediction.

2.1 VAE-based image reconstruction and parameter inference

The VAE-based model that we implemented is designed to both reconstruct the image and infer the
masses of the embedded planets. The encoder consists of three convolutional layers, progressively
reducing the spatial dimensions of the image while extracting the necessary features. After passing
through the encoder, the output is flattened and passed through fully connected layers to generate the
latent space variables (mean µ and log variance log σ2).

To reconstruct the input image, the latent vector z is passed to the decoder, which consists of a fully
connected layer followed by transposed convolutional layers. The output is a reconstructed image,
matching the original input dimensions, with a sigmoid activation to constrain pixel values between 0
and 1. In parallel, the latent vector z is passed through a separate feedforward network to predict the
mass of the planet. This network comprises two fully connected layers and outputs a scalar value
representing the predicted planet mass. The VAE itself operates in an unsupervised fashion, learning
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a latent probabilistic distribution of disk morphologies. Notably, no prior information about the true
planet masses is passed to the VAE, maintaining its unsupervised nature. This approach contrasts
with fully supervised models like Convolutional Neural Networks (CNNs), where the true labels
directly guide the parameter extraction process.

2.2 Dataset

The training dataset is generated using the hydrodynamic simulation code FARGO3D [5]. We
model a simple 2D disk, around a solar mass star, set at a temperature of 104 K, with embedded
planets of masses M⊕ located at radius Rp. FARGO3D simulates the morphological changes in
dust within protoplanetary disks caused by the presence of embedded single or multiple gap-opening
planets of different masses. Each hydrodynamic output is then post-processed with radiative transfer
calculations using RADMC3D [9] to create synthetic images that closely resemble the observed
images. We train the model on a dataset consisting of 3000 images randomly sampled from 45000
synthetic images.

3 Results

The model is trained for 150 epochs using T4 GPUs on Google Colab. We use Adam optimizer and a
learning rate of 1e− 3. We adopt a batch size of 32 images having a resolution of 256× 256. Once
the VAE-based model is trained, it can reconstruct new images for a given input and predicts the
corresponding planet mass based on the disk planet morphology. In this section, we quantify the
reconstruction and predict planet mass along with uncertainties.

3.1 Planet Mass Predictions

The trained VAE predicts the mass of the embedded planets from PPD images. Figure 3 compares
the predicted masses with the true masses. The scatter plot shows the relationship between the true
planet masses and the mean predicted masses across the test set. The error bars represent the standard
deviation of the predicted masses, calculated by sampling 500 predictions for each test image to
quantify the model’s uncertainties.

Figure 3 captures the correlation between the predicted and the true planet mass. As is evident,
most predicted values fall close to the dashed line, indicating good agreement between the true and
predicted masses. This is further demonstrated by an R² value is 0.86. 1

The error bars indicate the uncertainty in the mass predictions, which increases marginally for larger
masses. This suggests that the model’s predictions are more precise for smaller masses and tend
to exhibit greater variance as the mass increases. However, the overall trend shows that the VAE
provides reliable predictions, with uncertainty appropriately accounted for in the error estimates.

The histogram in Figure 3 captures the distribution of the predicted planet mass of a sample image
selected randomly from the test dataset. The uncertainty associated with the prediction can be
estimated from the variance of the predicted masses. For this test case, we get a σ = 55.92M⊕ and a
mean mass of µ = 910.17M⊕.

3.2 Image Reconstruction Performance

Figure 2 shows two examples of reconstructed protoplanetary disk images from the test dataset, along
with the respective ground truth images. The reconstructed images closely resemble the true input
images, indicating that the VAE was able to capture the underlying structure of the protoplanetary
disks. Additionally, to quantify the reconstruction performance the Structural Similarity Index (SSIM)
values for each pair of true and reconstructed images are given. The first pair of images achieve an
SSIM score of 0.991, while the second pair has an SSIM of 0.992 out of a maximum value of 1,
indicating that the reconstructions are highly accurate.

1The outliers in Figure 3 correspond to certain systems with extremely small dust grains where we
don’t see an explicit ring formation. In future studies, we will incorporate such systems in the training
dataset more systematically, so that the network can infer these cases with more confidence.

3



Figure 2: True and reconstructed protoplanetary disk images from the test set. The images on the left
show the true disk images, while the images on the right display their corresponding reconstructions.
SSIM values quantify the similarity between true and reconstructed images, with the first image pair
having an SSIM of 0.991 and the second image pair an SSIM of 0.992.

Figure 3: Left: Scatter plot comparing the true planet masses with the mean predicted masses,
with error bars representing the standard deviation of the predictions (500 samples per test image).
The dashed line indicates the perfect prediction line. The R² score for this relationship is 0.86.
Right: Distribution of the predicted planet mass of a sample image selected randomly from the test
dataset. The mean values along with the standard deviations of the predicted planet masses are
µ = 910.17M⊕ and σ = 55.92M⊕. The true value of the planet mass is MTrue = 900M⊕
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4 Limitations and future scope

One of the main limitations of this model is that it is trained on a simulated image dataset. Even
though this dataset mimics real-world observations, it doesn’t take into consideration any instrumental
or environmental noise. As a step forward we would update the training dataset by using an ALMA
simulator (e.g. CASA [18]) to refine the synthetic simulations even further.

For generating the dataset we use a pre-determined sampling grid for the parameter set. Out-of-sample
real observed data (or for ones belonging to the tail of the parameter distribution) will inherit a very
high prediction variance/uncertainty. To address this we will refine the parameter space, used for
generating the training dataset, with feedback from real observations.

A trained network’s effectiveness is largely dependent on the quality of its training dataset, which
should ideally cover all possible scenarios. However, designing simulations that achieve this is not
only difficult but also costly in terms of data generation. In this paper, we rely solely on simulated
images and focus on a limited parameter space due to constraints in computational resources.

5 Conclusion

We implemented a VAE-based model to predict the masses of embedded exoplanets from images
of protoplanetary disks. By leveraging the probabilistic nature of the VAE’s latent space, we were
able to quantify the uncertainties associated with these predictions, providing a robust framework
for parameter inference. To our knowledge, this is the first application of a probabilistic generative
model (VAE architecture) to infer planet masses from protoplanetary disk images.

The use of VAE enables us to infer planet masses probabilistically, offering a unique advantage over
conventional CNNs, which produce deterministic predictions. By incorporating a probabilistic latent
space, we achieve not only accurate predictions but also an assessment of the uncertainties associated
with these predictions. This probabilistic approach is especially valuable in astrophysical contexts,
where inherent uncertainties in observations are significant. Interestingly, our experiments show that
decoupling the feedforward neural network from the VAE during training improves accuracy, possibly
by enabling the VAE to focus solely on reconstructing latent distributions, while the feedforward
network independently optimizes the mass prediction task.

Although the model performs well on simulation data, its application to real observed data requires
further work. To bridge the gap between simulated and real-world datasets, we plan to incorporate
observational noise from ALMA data into our training pipeline. This enhancement aims to ensure the
model can generalize effectively to observations and provide reliable predictions.

Our approach represents a significant step toward leveraging probabilistic generative models for
astrophysical parameter inference. Future work extends this framework to multi-planetary systems or
incorporate additional physical parameters to capture more complex disk morphologies and planetary
interactions. This ongoing development has the potential to advance our understanding of planet
formation and characterization through innovative machine learning techniques.
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