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Abstract

High-energy physics requires the generation of large numbers of simulated data
samples from complex but analytically tractable distributions called matrix ele-
ments. Surrogate models, such as normalizing flows, are gaining popularity for this
task due to their computational efficiency. We adopt an approach based on Flow
Annealed importance sampling Bootstrap (FAB) that evaluates the differentiable
target density during training and helps avoid the costly generation of training
data in advance. We show that FAB reaches higher sampling efficiency with fewer
target evaluations in high dimensions in comparison to other methods.

1 Introduction

Context. In the advent of the high-luminosity phase at the Large Hadron Collider (LHC), significant
speed-ups in the simulation software are required to analyze the increasing amount of data [1–3].
The simulated data points are compared to measured data from particle collisions to understand
the underlying fundamental physics processes in more detail. One important step in the LHC
simulation chain is the generation of samples (“events”) based on matrix elements (MEs), that is,
unnormalized distributions p(x) over the outgoing 4-momenta x that are derived from a theoretical
model. MEs can be evaluated analytically; however, sampling from them is hard since they can be
high-dimensional and multi-modal. Additionally, they are defined on limited support originating from
mass and momentum constraints and can exhibit divergences. Standard sampling algorithms such as
MadGraph [4], SHERPA [5], and PYTHIA [6, 7] simplify MEs based on physics knowledge and employ
adaptive Monte Carlo methods to approximate the distribution. More recently, machine learning-
based surrogate models like normalizing flows have gained momentum to improve the efficiency of
the sampling process [8–16]. As training normalizing flows with the maximum-likelihood loss relies
on the costly generation of a large training data set, alternative approaches show potential that evaluate
the distribution of interest directly during training [8–11, 13–16]. These methods evaluate the target
distribution with samples from the normalizing flow, which requires gradients to be backpropagated
through this distribution to update the flow parameters. Therefore, this training mode usually requires
differentiable MEs, which have only recently been proposed [17] and employed [15] for normalizing
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flow training. A similar method, called Flow Annealed importance sampling Bootstrap (FAB) [18],
also relies on the evaluation of a differentiable target density and has been developed to obtain
samples from Boltzmann distributions of molecules. FAB uses Annealed Importance Sampling (AIS)
with Hamiltonian Monte Carlo (HMC) transition steps to improve the quality of the normalizing flow
samples towards the distribution of interest. The resulting AIS samples and their weights are used to
train the normalizing flow. Running HMC requires a differentiable target distribution, and we are the
first to perform HMC-based updates on MEs.

Contributions. In this work, (1) we adopt FAB [18] to event generation in the field of high-energy
physics (HEP). (2) We compare FAB with an alternative density evaluation-based method using the
reverse Kullback-Leibler Divergence (rKLD) [19] as a loss function, as well as with sample-based
maximum-likelihood training with the forward Kullback-Leibler Divergence (fKLD) loss. Finally,
(3) we provide a detailed performance comparison between the methods based on the number of ME
evaluations, as this step can be expensive.

2 Method

A normalizing flow [19–21] is a density estimator that consists of a series of learnable, invertible
transformations that construct a differentiable bijection between a simple, chosen base distribution
and an expressive flow distribution qθ(x).

2.1 Training

To optimize the flow parameters θ such that qθ(x) matches the (unnormalized) target distribution p(x)
more closely, different forms of the Kullback-Leibler (KL) divergence are utilized, resulting in
two main approaches: Normalizing flows can either be trained with available samples from the
target distribution x ∼ p(x) (fKLD), or by evaluating the density p(x) with samples from the
flow x ∼ qθ(x) (rKLD and FAB).

Forward KL Divergence (fKLD). If samples x ∼ p(x) are cheaply available, the fKLD serves
as a loss function: DKL(p ∥ qθ) = Ep [log(p(x)/qθ(x))] which can be simplified to the negative
log-likelihood loss LfKLD = −Ep [log qθ(x)] = − 1

N

∑N
i=1 log qθ(xi) over N data points. It can be

shown that this loss function results in a density qθ with mass-covering properties [18]. The flow
distribution qθ(x) is evaluated with samples from p(x) and the gradient computation is straightfor-
ward: ∇θLfKLD = − 1

N

∑N
i=1 ∇θ log qθ(xi).

Reverse KL Divergence (rKLD). Another way of quantifying the difference between two distribu-
tions is via the rKLD, DKL(qθ ∥ p) = Eqθ [log(qθ(x)/p(x))]. This loss function has mode-seeking
properties, meaning that it is not guaranteed that the optimized distribution qθ(x) covers all modes
of p(x) [18]. To obtain a gradient for this loss function ∇θLrKLD = ∇θEqθ [log(qθ(x)/p(x))],
the gradient has to be propagated through the evaluation of the target distribution p(x), since the
samples x ∼ qθ(x) used for the estimation of the expectation value depend on the parameters θ
themselves. This is visualized in Fig. 2b for illustration. As a result, p(x) has to be differentiable†.

FAB. Both versions of the KL divergence are special cases of the α-divergence [22]

Dα(p ∥ qθ) = − 1

α(1− α)

∫
p(x)α qθ(x)

1−α dx , (1)

where fKLD corresponds to α → 1 and rKLD to α → 0 [22]. In FAB [18], Dα=2 is chosen
as a loss function since it minimizes the variance of the importance weights w = p(x)/qθ(x)—
a desirable property of a well-performing density estimator qθ(x)—and the resulting distribution qθ(x)
has mass covering properties with respect to p(x). Since samples from the flow might poorly
fit the target distribution at the beginning of training, AIS [23] is employed to pass the samples
through a chain of intermediate distributions q1, ..., qM−1 with HMC as a transition operator. The

†One can prevent differentiating through the target distribution by mapping the flow samples (with stopped
gradient) back through the flow in the reverse direction and evaluating the loss function in latent space [13].
However, this approach requires two subsequent applications of the flow transformations and is more costly.
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intermediate distributions qi are chosen to interpolate between the flow distribution q0 = qθ and
the AIS target qM = p2/qθ. Importance weights wAIS can be computed for the AIS samples xAIS

which allow evaluating the surrogate loss function S(θ) = −EAIS [w̄AIS log qθ(x̄AIS)] where the
bar over variables indicates that the gradient is not propagated through the AIS sequence in the
backward pass. To reduce the cost of evaluating the target distribution and its gradient for each
intermediate distribution and each HMC step in between, the AIS samples can be stored in a replay
buffer. Pairs {x̄AIS, w̄AIS} are sampled from the buffer based on the importance weights to perform
multiple gradient updates per iteration. Fig. 2c shows a schematic illustration of FAB; for further
details, see Midgley et al. [18].

2.2 Differentiable Matrix Elements

Both training with rKLD and FAB requires gradients of the target distribution. Recent developments
in HEP provide us with differentiable implementations of complex amplitudes [17, 24, 15]:

Λ+
c → pK−π+. For the Λ+

c decays [25–27], the ComPWA package [24] utilizes the SymPy
engine [28] to formulate symbolic amplitude models whose compute graph can be transformed
to JAX [29] for efficient gradient computation. We select the Λ+

c → pK−π+ decay to serve as
a two-dimensional example due to its complex resonant structure resulting from the presence of
multiple decay chains. The amplitude can be visualized in a Dalitz plot [30], shown in Fig. 3.

e+e− → tt̄, t → W+b, t̄ → W−b̄. As a higher-dimensional example, we choose the eight-
dimensional tt̄ matrix element which can be generated with MadJAX [17] and provides a differentiable
implementation of the scattering amplitudes of MadGraph [4]. A differentiable non-linear transforma-
tion is applied to map the irregular phase space boundaries to the unit hypercube based on RAMBO [31].
It is not possible to map the distribution to infinite support since divergences can occur at the phase
space boundary, which would result in non-zero probability mass at infinity.

3 Experimental Setup

Training Settings. For each of the aforementioned MEs and training methods, we train three models
with different random seeds and average their results to improve reliability (see App. C for details).

Performance Metrics. We evaluate the performance of the normalizing flows based on three
metrics: (1) the fKLD evaluated on a test data set, (2) the importance sampling efficiency calculated
from the importance weights, and (3) the integral estimate of p(x). The fKLD, introduced in Section 2,
quantifies the difference between the learned distribution qθ(x) and the true target distribution p(x)
by evaluating the normalizing flow with the samples x ∼ p(x). If both distributions match almost
everywhere, the KL divergence is zero.

The importance sampling efficiency [32, 33] can be computed with samples from the normalizing
flow xi ∼ qθ(xi) and their importance weights wi = p(xi)/qθ(xi) as

ϵ =
1

N

[
N∑
i=1

wi

]2 /[
N∑
i=1

w2
i

]
. (2)

We elaborate on its derivation and similarities to the unweighting efficiency—which is commonly
employed in HEP—in App. B. The integral estimate Ī of the target distribution p(x) is defined as

Ī =

∫
p(x) dx =

∫
qθ(x)

p(x)

qθ(x)
dx ≈ 1

N

N∑
i=1

wi . (3)

For the 2D example, the sampling efficiency ϵ and the integral estimate Ī are calculated for 104 flow
samples, while 106 flow samples are used for the 8D ME. We compare our results for Ī with the
physics-agnostic grid-based integral estimation method called VEGAS+ [34, 35] which is described in
App. C in more detail. To illustrate the model performance, we provide histograms of flow samples
for Λ+

c → pK−π+ as well as a corner plot for the eight-dimensional ME in App. D. The performance
metrics are summarized in Tab. 1 for both MEs. To make rKLD and FAB comparable, we report
results based on training runs with the same number of target evaluations.
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Table 1: Overview of performance metrics for the different MEs and methods.
Λ+

c → pK−π+ e+e− → tt̄, t → W+b, t̄ → W−b̄

Ep [log(p/qθ)] ↓ ϵ(%) ↑ Ī Ep [log(p/qθ)] ↓ ϵ(%) ↑ Ī

VEGAS+ — 67.52 ± 0.21 8926 ± 2 — 0.02 ± 0.01 1761 ±309

fKLD 9.1581 ± 0.0011 87.02 ± 0.08 8925 ± 3 8.35 ± 0.16 1.75 ± 1.26 2116 ± 9

rKLD 9.0978 ± 0.0005 99.67 ± 0.01 8924 ± 4 7.74 ± 0.02 56.51 ± 40.14 2267 ± 88

FAB (w/o buffer) 9.1009 ± 0.0003 99.26 ± 0.08 8912 ± 7 7.79 ± 0.03 84.25 ± 4.51 2208 ± 1

FAB (w/ buffer) 9.0988 ± 0.0005 99.56 ± 0.05 8911 ± 2 7.747 ± 0.002 90.59 ± 0.01 2207.0 ± 0.1
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(b) e+e− → tt̄, t → W+b, t̄ → W−b̄.

Figure 1: Importance sampling efficiency depending on the number of target evaluations required
during training.

Since the target distribution can be costly to evaluate, we additionally show the trend for the impor-
tance sampling efficiency ϵ as a function of the number of target evaluations. Since fKLD training
relies on a pre-computed training data set on which the normalizing flow can potentially be trained
for an arbitrary number of epochs, we do not include it in this consideration. For rKLD, the ME
is calculated once for each batch of flow samples, while the target density and its gradient need to
be evaluated for every HMC step between intermediate AIS distributions for FAB. To reduce the
number of target evaluations, FAB allows multiple gradient updates per iteration with samples from
the replay buffer. However, depending on the buffer size, more target evaluations might be required
at the beginning of training to fill up the buffer.

4 Results and Discussion

Λ+
c → pK−π+. When training with the same number of target evaluations, rKLD and FAB

with the replay buffer provide the best results with the highest importance sampling efficiency and a
distribution that is most similar to the test data set (see Tab. 1). Additionally, the integral estimate
computed with samples from the flow has the lowest standard deviations. When increasing the
number of target evaluations, ϵ improves for rKLD more rapidly than for FAB w/o buffer. For FAB w/
buffer, samples have to be generated before the start of training to fill the replay buffer, which results
in an offset in the number of target evaluations. During training, the normalizing flow parameters
are updated by sampling from the prioritized replay buffer based on w̄AIS, which aids the model
significantly and the importance sampling efficiency improves at a faster rate compared to the flows
trained with rKLD. Overall, flows trained with rKLD and both FAB approaches have no problem in
modeling the complex 2D distribution, validated by histograms shown in Fig. 3.

e+e− → tt̄, t → W+b, t̄ → W−b̄. In higher dimensions, the flow benefits similarly from the
AIS procedure and the sampling of batches from the buffer as in 2D. Samples from regions where the
flow is a poor approximation of the target have a high importance weight and are predominantly used
in gradient updates, resulting in a significantly higher importance sampling efficiency with fewer
target evaluations. Therefore, FAB w/ buffer reaches an efficiency of approximately 40% with an
order of magnitude fewer samples than rKLD and FAB without the buffer. We observe that one of
the three training runs of FAB w/ buffer diverged and exclude it from Fig. 1b and the performance
evaluation in Tab. 1.
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5 Summary and Conclusion

We have transferred FAB [18], which utilizes AIS with HMC as a transition operator, from molecular
configuration modeling to HEP, building on recently introduced, differentiable implementations
of matrix elements. We have demonstrated that training FAB with a prioritized replay buffer is a
promising approach for improving the efficiency for event generation, since passing the flow samples
through an AIS chain guides training at early stages. In the future, we plan to scale this approach to
more complex particle-interaction processes and assess the performance improvement in greater detail.
Including information about the individual matrix element contributions via multi-channeling will
likely lead to further performance improvements [9, 13, 14]. Additionally, our conceptual work needs
to be combined with differentiable implementations of the parton density [36, 15] to be applicable
to proton-proton collisions. Overall, this work has the potential to improve the quality and speed of
sampling methods employed at the LHC and facilitate the efficient analysis of high-luminosity events.

Code and Data Availability. The code is available on GitHub and the data can be downloaded
from Edmond [37].
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Appendix

A Schematic comparison of training methods
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(a) Training with fKLD

Generate
x ∼ qθ(x)

Evaluate
qθ(x)

∇θ
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(b) Training with rKLD
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qθ(x), ∇x qθ(x)
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p(x), ∇x qθ(x)
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qθ → q1 → · · · → qM−1 → qM
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x ∼ qθ(x)

Replay buffer
{x̄AIS, w̄AIS}

Evaluate
qθ(x̄AIS)

LFAB

∇θ

(c) Training with FAB

Figure 2: Visualization of compared methods. The black arrows illustrate the forward pass, while
the red arrows mark the backpropagation of the gradient to update the flow parameters θ. For
rKLD, the gradient propagation to the normalizing flow qθ(x) (red) requires a differentiable target
distribution p(x) (blue). For FAB, the HMC updates compute the gradient of the distribution
of interest, while the backpropagation of the gradient is stopped for the AIS samples x̄AIS and
weights w̄AIS. The dotted lines indicate that these steps do not occur when a gradient update is
performed with samples from the replay buffer.

B Relationship of sampling efficiency and unweighting efficiency

Importance sampling efficiency. The (importance) sampling efficiency ϵ (c.f. Eq. 2) can be
derived from the effective sample size ESS which allows the performance comparison of different
Monte Carlo methods like Markov Chain Monte Carlo (MCMC) or importance sampling (IS)
based on a set of weighted samples. If we draw N samples from a less-than-ideal MCMC or IS
proposal distribution q(x), the ESS indicates the number of independent samples that these would
be equivalent to if drawn directly from the target distribution p(x). Therefore, the effective sample
size can be defined proportional to the ratio of the variance of an ideal MC estimator (i.e., sampling
from the target p) and the variance of the less-than-ideal MCMC or IS estimator (i.e., sampling from
the proposal q) [32]. Through derivations outlined in [33], the ESS can be related to the estimate

ÊSS = N

(
1
N

∑N
i=1 wi

)2

1
N

∑N
i=1 w

2
i

=

(∑N
i=1 wi

)2

∑N
i=1 w

2
i

=
1∑N

i=1 w̄
2
i

. (4)

with the normalized importance weights w̄i = wi/
∑N

j=1 wj [32]. The importance sampling effi-
ciency ϵ as defined in Eq. 2 corresponds to the normalization of Eq. 4.

Unweighting efficiency. The unweighting efficiency stems from the approach of refining samples
obtained from the less-than-ideal proposal distribution q(x) by keeping only a fraction of the samples
in proportion to the ratio of the target distribution p(x) and the proposal q(x) [48]. The so-called raw
weight wi =

p(xi)
q(xi)

corresponds to the importance weight in the MCMC and IS setting. The definition
of the unweighting efficiency [48, 9, 49] as

ϵuw =
1
N

∑N
i=1 wi

wmax
(5)

can be motivated in the following: In regions where the proposal distribution q overestimates the
target (i.e., wi < 1), only a fraction of the original samples proportional to wi should be retained.

9



Table 2: Comparison of importance sampling and unweighting efficiency for the different MEs and
methods.

Λ+
c → pK−π+ e+e− → tt̄, t → W+b, t̄ → W−b̄

ϵ(%) ↑ ϵuw(%) ↑ ϵ(%) ↑ ϵuw(%) ↑
VEGAS+ 67.52 ± 0.21 16.30 ± 0.42 0.02 ± 0.01 <0.01

fKLD 87.02 ± 0.08 22.50 ± 0.37 1.75 ± 1.26 0.02 ± 0.01

rKLD 99.67 ± 0.01 75.42 ± 1.87 56.52 ± 40.14 0.29 ± 0.20

FAB (w/o buffer) 99.26 ± 0.08 67.59 ± 1.38 84.25 ± 4.51 1.15 ± 0.27

FAB (w/ buffer) 99.56 ± 0.05 68.69 ± 0.89 90.59 ± 0.01 0.67 ± 0.07

However, in regions where the proposal underestimates the target, it is not possible to generate
additional samples to match the target’s density. Therefore, all available samples in those regions are
kept which has to be compensated by reducing the retained fraction in overestimated regions. Such an
adjustment maintains the correct relative shape of the distribution [48]. This explanation is equivalent
to applying rejection sampling where the probability to keep or reject a sample is defined as the raw
weight normalized by the (pre-computed) maximal weight in the integration volume wrel = wi/wmax.
A sample is retained if a uniformly sampled random number R is smaller than wrel [50, 49]. Finally,
the unweighting efficiency can be computed as the average raw weights rescaled by wmax [9, 49].

Relationship of efficiencies. In [32], different formulations of the generalized effective sample size
are explored based on a set of required and desirable conditions. They conclude that defining the
ESS as 1/

∑N
i=1 w̄

2
i (related to ϵ) and 1/max(w̄1, ..., w̄N ) (related to ϵuw) are proper and stable

formulations. While both efficiencies suffer from large outlier weights, the unweighting efficiency is
directly affected through wmax in the denominator as reported in [9, 10]. For this reason, we choose
to report the performance based on the importance sampling efficiency in the main body of this work
and provide additional estimates of the unweighting efficiency in Tab. 2. We do not apply bootstrap
techniques that are designed to mitigate large outliers in the weight distribution [10].

C Hyperparameters

Data generation and training. The training data for fKLD consists of 104 samples for
Λ+
c → pK−π+ generated with rejection sampling and of 106 samples for e+e− → tt̄, t → W+b,

t̄ → W−b̄ produced with MadGraph [42] with a center of mass energy of 1TeV. The test data sets
are generated equivalently. The dimensionality of the resulting ME is defined by the number of
degrees of freedom which we explain for illustration for the eight-dimensional case: Each of the
four outgoing particles is defined by its energy and three-dimensional momentum vector, resulting
in 16 overall degrees of freedom. Conservation of energy and momentum reduces this number by
four dimensions. Additionally, we know the masses of each stable outgoing particle, resulting in a
12− 4 = 8 dimensional phase space. For fKLD, the normalizing flows are trained with these datasets
for 20 epochs in 2D and for 200 epochs in 8D. For rKLD, we train for 3× 104 iterations (2D) and for
108 iterations (8D). The values for FAB were chosen based on the FAB hyperparameters such that
we perform the same number of target evaluations during training compared to rKLD, resulting in
3× 103 iterations (2D) and 107 iterations (8D). All compared models are trained on Nvidia A100
GPUs.

Normalizing Flow. We use normalizing flows based on coupling layers and rational-quadratic
spline transformations [51] implemented in distrax [40] and haiku [41]. For the base distri-
bution, we choose a uniform distribution over the unit hypercube. Since changes in the nor-
malizing flow hyperparameters affect the expressivity of the density estimator equally for all
investigated methods, we perform hyperparameter tuning only for rKLD training because it has
the shortest run time. For Λ+

c → pK−π+, we subsequently vary the number of spline bins
nb ∈ [4, 6, 8, 10, 12, 14, 16], the number of flow transformations nt ∈ [4, 6, 8, 10, 12, 14, 16], and
the number of neurons per hidden layer nn ∈ [10, 50, 100, 150, 200, 250, 300] for the fully connected
conditioner network with two layers. For the 8D ME, we compare loss values and efficiencies for
nb, nt ∈ [6, 8, 10, 12, 14], and nn ∈ [200, 250, 300, 350, 400]. Considering the trade-off between ex-
pressivity and increase in optimization time, we select the following values based on the final training
loss, validation loss, and efficiency: For Λ+

c → pK−π+, the number of bins and transformations is
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nt = nb = 10, and a conditioner network with two hidden layers and 100 neurons each is used. For
the 8D ME, we set nb = nt = 14, and use 400 neurons for each of the two hidden layers.

FAB. Additional hyperparameters have to be selected for FAB. We use two (linearly spaced)
intermediate distributions M in the AIS sequence with a HMC transition operator containing a single
iteration and three leap frog steps. The initial HMC acceptance rate is set to pacc = 0.65 and is tuned
dependent on the number of actually accepted samples. Furthermore, we have to specify the number
of gradient updates per iteration L = 4 (2D) and L = 2 (8D) in the case of buffered training. The
most important variable in hyperparameter optimization is the HMC step size, since it depends on
the support of the target distribution. To obtain a suitable estimate, we start one FAB run with an
arbitrary step size and observe how the value is adjusted during training. We adopt the converged
values of linit = 0.05 for the two-dimensional and linit = 0.005 for the eight-dimensional ME for all
subsequent runs.

Optimization. We use the Adam [52] optimizer with a learning rate of 3× 10−4 and train with a
batch size of 103. We employ the gradient clipping scheme developed for FAB in all our runs, where
we dynamically clip the gradient norm to 20 times the median of the last 100 gradient values and
ignore very large gradients that are a factor 20 times larger than this median value [18]. While it is
not necessary to use a scheduler in the 2D case, we employ a warm-up and cosine decay learning rate
schedule for the eight-dimensional ME. We train with an initial and final learning rate of 10−5 as
well as a peak learning rate of 3× 10−4 which is reached after 10 epochs (for fKLD) and after 103
iterations (for rKLD and FAB).

Baseline We compare our results with a physics-agnostic integral estimation method called
VEGAS+ [34, 35]. This grid-based optimization method subdivides the support into a regular, rect-
angular grid and estimates the integral contribution of each subspace. With this information, the
grid is iteratively updated to focus on regions with large contributions and the value for the integral
estimate is calculated as a weighted average over multiple runs. Through a combination of stratified
and importance sampling, VEGAS+ is fast and efficient and can account for correlations between
dimensions. For the 2D ME, we choose a VEGAS+ grid with 64 bins in each dimension, a damping
factor of α = 0.5, two warm-up iterations with 103 evaluations per iteration, followed by 8 iterations
with 2 · 105 evaluations per iteration for the integral estimates. For the 8D ME, we doubled the grid
to 128 bins per dimension, kept the damping factor, and increased the number of evaluations to 104

for each of the two warm-up iterations. The integral estimate is obtained from 8 iterations with 105

evaluations. We optimized these hyperparameters to the best of our knowledge. To make sure that
VEGAS+ converged, we performed checks like increasing the number of evaluations by a factor of
10 per iteration which provided stable results and did not show significant deviations in the integral
estimate for both examples. However, the low importance sampling efficiency and large deviation
on the integral estimate for the 8D ME (c.f., Tab. 1) indicate that VEGAS+ struggles to adapt to the
distribution. It is important to note that the results are obtained without multi-channeling since this
physics information based on the contributing matrix elements is not provided to the normalizing
flows either. Multi-channeling would lead to a performance improvement for both VEGAS+ as well as
flow-based methods [13, 14]. Although the VEGAS+ optimization is significantly faster than training
a normalizing flow, the flexibility of the latter results in higher importance sampling efficiencies.
Since the main goal of training ME surrogates is to provide an optimally pre-trained model [14], the
training time is amortized when generating a large number of events.

D Additional results

Λ+
c → pK−π+. To illustrate the complexity of the two-dimensional ME, we show the target

density evaluated on a grid as a Dalitz plot in Figure 3. A Dalitz plot is a physics-specific visualization
of 2D amplitudes where the axes are chosen such that the histograms can be interpreted as an
unnormalized density. Physics information can be extracted by comparing the Dalitz plot histograms
based on simulated samples and measured data [26, 27]. As we train the normalizing flow on
[0, 1]2, we apply a mapping to the flow samples to obtain the Dalitz plot representation. We provide
histograms of 106 unweighted samples obtained from the best performing normalizing flow for each
investigated method to compare the sampling quality. This can qualitatively be compared to ∼ 2 · 104
samples and their weights obtained from a converged VEGAS+ integrator. We observe that fKLD
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Figure 3: Comparison of the target density for the Λ+
c → pK−π+ matrix element with histograms

based on samples from VEGAS+ and the best normalizing flow for each method.
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Figure 4: Normalized marginal histograms of the invariant masses for the Λ+
c → pK−π+ matrix

element based on samples from rejection sampling, VEGAS+, and the best normalizing flow for each
method. The rejection sampling result serves as a baseline to visualize the deviation.

struggles to learn the horizontal and diagonal lines (“resonances”). Both normalizing flows trained
with FAB produce histograms that exhibit the full structure of the ME and provide the best results.
To additionally allow a quantitative visual comparison of higher-level quantities than the Dalitz plot,
we include histograms of the invariant mass distribution for m2

pK− and m2
K−π+ in Fig. 4.

e+e− → tt̄, t → W+b,W−b̄. We compare the corner plots of 106 flow samples for each
method to samples from the training data set generated with MadGraph [42] in Figure 5. The latter
serve as a ground truth and illustrate challenging properties of MEs: Peaks at the boundary and
correlations between dimensions are difficult for normalizing flows. Here, we visualize samples
from the flow directly on the unit hypercube and one would need to apply the inverse RAMBO
transformation [31] to obtain physical information for each outgoing particle. We can relate the
dimensions of the unit hypercube to physical quantities that correspond to re-scaled versions of
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Figure 5: Corner plot with samples from MadGraph and from the best normalizing flows for each
method.

intermediate masses M̃, the cosine of azimuthal angles cos θ̃, and polar angles ϕ̃. We observe that
the normalizing flows especially deviate from the MadGraph distribution close to the phase space
boundary which can be observed for all investigated methods. Correlations between dimensions, for
example between the angles ϕ̃1 − ϕ̃3 as well as ϕ̃2 − ϕ̃3, appear to be challenging. While we report
the performance metrics based on ∼ 105 samples from an optimized VEGAS+ integrator in Tab. 1
and 2, we do not include the results in the corner plot since we observe large deviations explained by
low efficiencies.
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