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Abstract

Electron beam accelerators are essential in many scientific and technological fields.
Their operation relies heavily on the stability and precision of the electron beam.
Traditional diagnostic techniques encounter difficulties in addressing the complex
and dynamic nature of electron beams. Particularly in the context of free-electron
lasers (FELs), it is fundamentally impossible to measure the lasing-on and lasing-
off electron power profiles for a single electron bunch. This is a crucial hurdle
in the exact reconstruction of the photon pulse profile. To overcome this hurdle,
we developed a machine learning model that predicts the temporal power profile
of the electron bunch in the lasing-off regime using machine parameters that can
be obtained when lasing is on. The model was statistically validated and showed
superior predictions compared to the state-of-the-art batch calibrations. The work
we present here is a critical element for a virtual pulse reconstruction diagnostic
(VPRD) tool designed to reconstruct the power profile of individual photon pulses
without requiring repeated measurements in the lasing-off regime. This promises
to significantly enhance the diagnostic capabilities in FELs at large.

1 Introduction

Electron beam accelerators are fundamental to numerous scientific and technological fields, encom-
passing medical therapies, material science, and particle physics research. Their effective operation
depends heavily on the stability and precision of the electron beam, which in turn relies on advanced
diagnostic technologies to monitor and maintain beam quality. Traditional diagnostic techniques,
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while valuable, often encounter difficulties in addressing the complex and dynamic nature of electron
beams. This is where machine learning (ML) has emerged as a transformative technology, offer-
ing enhanced diagnostic capabilities. By improving precision, adaptability, and real-time analysis,
ML-driven diagnostics are reshaping how electron beams are monitored and optimized[1–5].

To achieve the required precision in experiments of free-electron lasers (FELs), various diagnostic
methods have been developed. One such method is the transverse reconstruction of the electron beam
and X-ray algorithm [6, 7]. This approach aims to reconstruct the temporal power profile I(t) of
the beam. It does so by analyzing the product of the measured current profile and the difference
between the energy spread or mean energy profiles of lasing-on and lasing-off shots using a transverse
deflecting cavity (TDS) (see Figure 2 in [7]). However, this approach is constrained by the finite
resolution of the TDS [8]. In addition, it is impossible to measure the lasing-on1 and lasing-off2

electron phase spaces for a single shot [9]. This means that during an experiment - where lasing must
be on - the lasing-off electron phase space is inaccessible to experimental measurement. Currently,
this limitation is worked around by performing batch calibrations: several hundred temporal power
profiles of electron bunches are recorded without lasing (lasing-off regime), followed by several
hundred shots with lasing (lasing-on regime). The power profiles of these shots are then averaged for
each context and subtracted from each other. This produces a mean difference for lasing-on versus
lasing-off power profiles. This allows us to calculate the mean temporal power profile I(t) of the
photon pulse [6]. However, the state of the art approach cannot account for differences between
individual pulses.
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Figure 1: Process workflow. During beamline operation, we obtain measured "machine parameters"
and the longitudinal phase space ("phase image") for each photon pulse. We use a multi-layer
perceptron machine learning model ("MLP model") to predict the temporal power profile of the
electron bunch if it would be obtained without lasing ("lasing-off electron power"). From the phase
image, we calculate the temporal power profile of the electron bunch with lasing ("lasing-on electron
power"). Thus, we can estimate the temporal power profile for each individual photon pulse ("Photon
power") by subtracting the measured lasing-on electron power from the predicted lasing-off electron
power. The top row (machine parameters → MLP model → lasing-off electron power) is the part of
the process that we solved in this paper.

This paper introduces an important step towards Virtual Pulse Reconstruction Diagnostic (VPRD), a
tool designed to address the limitations of traditional diagnostic methods, particularly in the context
of FELs. VPRD will leverage machine learning algorithms to reconstruct the longitudinal phase
space of individual pulses of the electron beam without the need for repeated measurements in the
lasing-off regime, offering a non-invasive and efficient method for characterizing free electron laser
radiation pulses. Towards this end, VPRD will use the following workflow (Figure 1): For each
electron bunch, the beam monitoring system records 22 machine parameters (Table 1) as well as a
longitudinal phase space image in the lasing-on regime. The machine par ameters are used as input to

1a high intensity photon beam is produced by the FEL
2no photon beam is produced by the FEL
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predict the shape that the temporal power profile of the electron bunch would have in the lasing-off
regime. The temporal power profile in the lasing-on regime is measured directly from the longitudinal
phase space. Thus, we will be able to reconstruct the temporal power profile for each individual
photon pulse.

In this paper, we focus on the machine-learning part of the approach motivated above. Our contribu-
tions are as follows: We developed a multi-layer perceptron (MLP) machine learning model (section
2.1) that was able to predict the temporal power profile of the electron bunch in the lasing-off regime
(section 3). Towards this end, we collected the machine parameters as well as the longitudinal phase
space for 2826 electron bunches in the lasing-off regime as training data. We statistically validate
predictions of our approach by comparing them to state of the art [6, 7] on a test set (section 3).
Finally, we discuss the impact and limitations of our results (section 4).

2 Methodology

2.1 Model training and validation

The training dataset comprised 2826 samples. Each sample consisted of 22 measured machine
parameters as input and a lasing-off electron power profile as label. The electron power profiles were
calculated from a measured phase image as described in appendix A.2.

We used a MLP model with 22 input nodes (see Table 1 for details on the input parameters), a
single hidden layer with 294 nodes and an output layer with 567 nodes (the width of the electron
temporal power profiles in the training data). The MLP model was set up to perform a regression task
predicting a signal of size 567 given an input sample of size 22. The 2826 samples of our dataset
were split into training, validation and test sets with 2261, 283 and 282 samples respectively. For
this, we used torch.utils.data.random_split with a random seed of 42 to obtain reproducible
results.

We used the mean squared error loss function torch.nn.MSELoss(). As an alternative, we explored
an adapted loss function that penalizes regression to the mean:

L =

D∑
i=1

(xi − yi)
2 − α

D∑
i=1

(xi − ŷ)2 (1)

where ŷ is the mean of the labels of the entire training dataset, α is a penalty factor, xi are the
predictions and yi are the respective labels. Comparing the mean squared error on the test set showed
that the alternative loss function led to models performing worse for α > 0.05.

Hyperparameters were optimized with optuna [10] using 200 trials. After optimization, a model with
one hidden layer was trained in Pytorch [11] using the Adam optimizer [12],a dropout fraction of
0.45 on the hidden layer, an initial learning rate of 0.005, a learning rate scheduler with a factor 0f
0.05 and a patience of 238. Training was stopped using the EarlyStopping callback from Pytorch
Lightning [13] with a patience of 1225. To improve GPU utilization, we used single-batch training.
Thus, training the model was conducted on the entire training dataset and validating on the entire
validation dataset at once for each training step. Training and validation losses converged well with
no indication of overfitting (Figure 2a). Note that the validation loss is lower than the training loss
(clearly visible in Figure 2a), because of the dropout used during training. Training the model took
approximately 1 min on a laptop GPU (Apple M3 Pro). Data preprocessing took approximately
2.5 min. During development and testing, we trained approximately 300 models for this project,
using approximately 5 GPU hours in total for training and on the order of 10 GPU hours for data
preprocessing.

2.2 Data and code availability

The code is available on GitHub [14].

The data is available on RoDaRe [15].
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3 Results

Predicted temporal power profiles matched the measured profiles very well (Figure 2b blue line
vs. red line). We did not observe regression to the mean of the training data set (Figure 2b orange
dotted line). Neighboring shots have been used as labels to train machine learning models to predict
longitudinal phase space data in the past [16]. Therefore, we compared the measured profile to the
neighboring measurement (Figure 2b green dashed line vs. red line). However, neighboring shots fit
the measurement even worse than the mean of all shots.

These individual observations exemplified in (Figure 2b) are confirmed by plotting the mean squared
errors for all samples in the test dataset (Figure 2c). The predictions of the MLP model have the lowest
mean squared error compared to the measurements in the test dataset (Prediction; 0.007(0.055 −
0.0101) (median and interquartile range) n = 282)). This is better than the mean squared error
between the mean of the entire training dataset and the individual measurements in the test dataset
(Mean: 0.009(0.0068 − 0.0134) n = 282). The highest mean squared error was observed for
neighboring measurements in the test dataset (0.02(0.013− 0.027) n = 281).
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Figure 2: MLP model training performance. (a) Training and validation loss. The validation loss is
lower than the training loss, because we use a dropout of 0.43 during training. (b) Predictions for
individual shots (blue line) matched the actual measurements (red line) better than measurements
from previous shots (dashed green line) and better than the mean of all measurements in the training
data (dotted orange line). (c) Boxplots of all mean squared errors in the test dataset. (Prediction)
Mean squared error between the predictions and the measurements in the test dataset. (Mean) Mean
squared error between the measurements in the test dataset and the mean of all measurements in the
training dataset. (Neighbors) Mean squared error between adjacent measurements in the test dataset.
The numbers at the right of (c) represent the median (interquartile range) of the errors as well as the
number of observations n.

The prediction error was statistically significantly lower than both the mean and the neighbor errors
(p < 0.01) as determined by a Wilcoxon signed-rank test [17] followed by a Bonferroni correction[18]
for multiple comparisons (making no assumptions about the data distribution). This analysis underpins
the superiority of the model proposed in this paper.

4 Discussion

Our model delivers superior predictions for the electron temporal power profile than the state-of-the-
art batch calibrations. The observation that neighboring measurements are not a good predictor is
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significant, because neighboring shots have been used as labels to train machine learning models to
predict longitudinal phase space data in the past [16].

4.1 Limitations

In order to be useful for the intended use, i.e. predicting lasing-off electron temporal power profiles
while the beamline is operating in lasing-on mode, we are assuming that the machine parameters we
used to train the model are independent of whether lasing is on or off. We believe this assumption is
valid, because all parameters used for training are measured before the undulator magnet that induces
lasing. However, this assumption needs to be tested in future experiments.

The model is in principle computationally efficient enough to allow predictions in the high kHz range
(predictions take 16.1 ± 0.80 µs per shot on a laptop computer). Nevertheless, it is currently not
realistic to integrate predictions into a live monitoring workflow due to technical limitations. However
this may be possible in the future if the model is implemented on a field programmable array that is
integrated into the existing beamline monitoring system. For most applications, it is currently good
enough to determine the photon pulse shape after the experiment is done.

Currently, we were using a relatively small set of 2826 samples. While this is not a lot compared
to other deep learning projects, it was enough to demonstrate superior predictions compared to the
state of the art. In the future, we will collect larger datasets and explore whether this will improve the
predictions further. We will also explore whether it is possible to pre-train the model on artificial data.

4.2 Conclusions

In this paper, we have demonstrated a machine learning approach for predicting the electron beam
temporal power profile in the lasing-off regime from machine parameters collected in accelerator
section and the beam line. During regular beam line operation, this lasing-off data is inaccessible.
Unlike conventional methods, our machine-learning-driven approach overcomes the limitations
of single-shot measurements, as well as batch calibrations, offering a non-invasive and efficient
method for characterizing free electron laser radiation pulses. In the future we will test the machine
learning model during regular operation aiming to enable single-shot measurements of the X-ray
pulse structure in real-time. This can open new avenues for scientific discovery for a wide range of
FEL experiments. In addition, aspects of trustworthy use of machine learning need to be studied for
this application of the model, such as interpretability, robustness and uncertainty quantification.
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A Appendix / supplemental material

A.1 Data Acquisition

To collect training data for the machine learning model, we conducted experiments at the Free Elec-
tron LASer in Hamburg (FLASH), a state-of-the-art facility at the Deutsches Elektronen-Synchrotron
(DESY) in Germany (see Figure 3)[19, 20]. FLASH operates by accelerating electron beams
using a superconducting linear accelerator (linac), which are subsequently directed through undu-
lator magnets, causing the electrons to follow a sinusoidal path and emit synchrotron radiation.
Through self-amplified spontaneous emission (SASE), this radiation is amplified to produce intense,
coherent laser pulses. Notably, FLASH comprises two undulator magnet chains—FLASH1 and
FLASH2—with the latter known for generating ultra-short pulses, on the order of femtoseconds
(10−15 seconds).

These ultra-short pulses enable researchers to investigate rapid phenomena, such as chemical reaction
dynamics and electron behavior in materials. Users of the FLASH2 beamline often express interest in
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the FEL pulse profile, which is addressed through the installation of a polarization X-band transverse
deflection structure (PolariX TDS) downstream of the FLASH2 undulator line [21–24].

In the context of our virtual diagnostic tool, the PolariX TDS is essential for data collection. We
gather information on the PolariX TDS RF phase, RF voltage, electron beam energy, charge, and the
position of the electron beam both before and after the TDS cavity. Additionally, the longitudinal
phase space of the electron beam is captured by the YAG screen located after the bending magnet
positioned downstream of the TDS cavity (see Figure 3).
We gathered data while the FLASH machine was optimized to deliver FEL radiation at a wavelength
of 12 nm for user experiments. The electron beam had a charge of 200 pC and was accelerated to
875 MeV, enabling the FLASH2 beamline to produce 12 nm FEL radiation. During acquisition,
the time calibration factor was 1.13 fs/mm, and the energy calibration factor was 21 keV/mm. Our
measurements achieved a time resolution of 15.4 fs.

Phase imageMLP Model

Figure 3: Schematic layout of the FLASH facility at Deutsches Elektronen-Synchrotron (DESY),
Germany. Data sources for training the machine learning model are indicated by dashed arrows.

Figure 3 shows the layout of the FLASH machine, highlighting both the FLASH1 and FLASH2
beam lines. The accelerator section includes two bunch compressor sections, BC1 and BC2, each
equipped with two bunch compressor monitors (BCMs) and four bunch arrival time monitors (BAMs)
as non-invasive diagnostic tools. In total, we recorded 22 machine parameters (Table 1) and a
longitudinal phase space image (Figure 4a) for each electron bunch.

A.2 Data preprocessing

The electron temporal power profile is calculated from the charge detected in each column of the
longitudinal phase space image (Figure 4a) multiplied by the corresponding ∆ energy in MeV . The
resulting energy weighted charge is projected onto the time axis to calculate the electron temporal
power profile (Figure 4b). Image processing was done using the GPU accelerated pyclesperanto
[25, 26] library.

A.2.1 Jittering

To compensate for jitter in the electron bunch arrival time, we calculated the electron temporal power
profile for each electron bunch (examples shown in Figure 4a and b). The electron bunches showed
considerable temporal jitter (Figure 4c). To compensate for the jitter, the peak power locations were
determined from power profiles smoothed by convolving the signal with a gaussian profile with 10
pixel radius. Then we calculated the offset of each peak to the median peak location and shifted the
power profiles accordingly, resulting in excellent alignment (Figure 4d). Finally, we cropped away
the parts of the signal that only contained background in every bunch. The location of the signal was
determined by segmenting the signal using Otsu’s method [27] and cropping to the bounding box of
the segmentation with a padding of 10 pixels. The aligned power profiles were used as labels for the
training of the MLP model.
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Table 1: Machine parameters used as model input.

Parameter name definition

BCM.1a measured data from more sensitive pyroelectric detector after BC1
norm. BCM.1a normalized BCM.1a to the bunch charge
BCM.1b measured data from less sensitive pyroelectric detector in BC1
norm. BCM.1b normalized BCM.1b to the bunch charge
BCM.2a measured data from more sensitive pyroelectric detector after BC2
norm. BCM.2a normalized BCM.2a to the bunch charge
BCM.2b measured data from less sensitive pyroelectric detector after BC2
norm. BCM.2b normalized BCM.2b to the bunch charge
BCM.3a measured data from more sensitive pyroelectric detector in FLASH2 after BC3
norm. BCM.3a normalized BCM.3a to the bunch charge
BCM.3b measured data from less sensitive pyroelectric detector in FLASH2 after BC3
norm. BCM.3b normalized BCM.3b to the target of the bunch charge
BAM1-1 bunch arriving time before BC1
BAM1-2 bunch exciting time after BC1
BAM2-1 bunch arriving time before BC2
BAM2-2 bunch exciting time after BC2
BAM3 bunch arriving time before BC3
∆t (BAM1-2- BAM1-1) time delay at BC1
∆t (BAM2-2 - BAM2-1) time delay at BC2
CHARGE in Gun electron bunch charge generated at electron gun
CHARGE in FLASH2 Electra bunch charge at FLASH2 beamline
ENERGY in FLASH2 electron beam energy
BPM x, y electron beam position before TDS in x and y directions
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Figure 4: De-jittering. (a) Phase image. (b) Temporal power profile created by weighing the phase
image by the energy axis and projecting onto the time axis. (c) Temporal power profiles for 700
samples before de-jittering. (d) Temporal power profiles after de-jittering.
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