
Generation and Human-Expert Evaluation of
Interesting Research Ideas

using Knowledge Graphs and Large Language Models

Xuemei Gu
Max Planck Institute for the Science of Light

Staudtstrasse 2, 91058 Erlangen, Germany
xuemei.gu@mpl.mpg.de

Mario Krenn
Max Planck Institute for the Science of Light

Staudtstrasse 2, 91058 Erlangen, Germany
mario.krenn@mpl.mpg.de

Abstract

The rapid growth of scientific literature makes it challenging for researchers to
identify novel and impactful ideas, especially across disciplines. Modern artificial
intelligence (AI) systems offer new approaches, potentially inspiring ideas not
conceived by humans alone. But how compelling are these AI-generated ideas,
and how can we improve their quality? Here, we introduce SCIMUSE, which uses
58 million research papers and a large-language model to generate research ideas.
We conduct a large-scale evaluation in which over 100 research group leaders –
from natural sciences to humanities – ranked more than 4,400 personalized ideas
based on their interest. This data allows us to predict research interest using (1)
supervised neural networks trained on human evaluations, and (2) unsupervised
zero-shot ranking with large-language models. Our results demonstrate how future
systems can help generating compelling research ideas and foster unforeseen
interdisciplinary collaborations.

1 Introduction

An interesting idea is often at the heart of successful research projects, crucial for their success
and impact. However, with the accelerating growth in the number of scientific papers published
each year [1, 2, 3], it becomes increasingly difficult for researchers to uncover novel and interesting
ideas. This challenge is even more pronounced for those seeking interdisciplinary collaborations,
who have to navigate an overwhelming volume of literature. Automated systems that extract insights
from millions of scientific papers present a promising solution [4, 2, 5]. Recent advances have
demonstrated that analyzing relationships between research topics across vast scientific literature can
reliably predict future research directions [6, 7, 8, 9, 10], forecast the potential impact of emerging
work [11, 12], and identify unconventional avenues for discovery [13]. With the advent of powerful
large-language models (LLMs), it is now possible to leverage knowledge from millions of scientific
papers to generate concrete research ideas [14, 15, 16].

Yet, a crucial question remains: Are AI-generated research ideas compelling to experienced scientists?
Previous studies have only conducted small-scale evaluations with six natural language processing
(NLP) PhD students [14], three social science PhD students [15] and ten PhD students in computer
science and biomedicine [16]. However, perspectives from experienced researchers – who define
and evaluate research projects through grant applications and shape their group’s research agenda
– are essential for assessing the value of new ideas. Involving a larger group of more experienced
evaluators could offer deeper insights into what makes a research idea compelling, how to generate
and predict them.
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Figure 1: Research ideas using knowledge graphs and GPT-4, with large-scale evaluation. (a),
Generation of a knowledge graph. Nodes are scientific concepts extracted from 2.44 million papers’
titles and abstracts across four preprint servers, and edges indicate concept co-occurrences across
over 58 million papers from OpenAlex [21], augmented with citation data as a proxy for impact.
A mini-knowledge graph is shown for two random papers [22, 23]. (b), AI-generated research
collaborations. Publications of two researchers are processed through a concept list, refined by
GPT-4 to identify subnetworks in our knowledge graph that correspond to each researcher’s interests.
Relevant concept pairs are combined and fed into GPT-4, along with research information, to generate
personalized research suggestions. (c), 4,451 AI-generated suggestions were rated by 110 research
group leaders from the Max Planck Society in Germany, visualized as bi-colored edges on a graph,
with edge transparency showing the number of evaluations and purple circles indicating intra-institute
collaborations. Fields are marked by blue (natural sciences) or red (social sciences) dots. Suggestions
were rated on a scale from 1 (‘not interesting’) to 5 (‘very interesting‘), and the summary shows the
rating distribution. The Germany map is based on GISCO statistical unit dataset from Eurostat [24].

We introduce SCIMUSE, a system designed to suggest personalized research ideas or collaborations
for scientists. To do so, we first create a knowledge graph from over 58 million papers, and identify
sub-graphs related to researchers’ interests. Concept pairs from the sub-graphs are combined with
research information and fed into GPT-4, to generate personalized research suggestions. Then, we
conducted a large-scale survey with over 100 research group leaders from the Max Planck Society,
across diverse fields, who evaluated over 4,400 AI-generated ideas. We predict the level of interest
of new ideas with two different methods: (1) training supervised neural networks and (2) using
LLMs for zero-shot prediction without access to human evaluations, which will be important when
expensive human-expert data is unavailable. This shows SCIMUSE’s potential to suggest interesting
research ideas, emphasizing AI’s role as a source of inspiration in science [17, 18, 19, 20].

2 Research ideas using Knowledge Graphs and GPT-4

Generation of our knowledge graph While language models like GPT-4 [25], Gemini [26], and
Claude [27] can directly suggest research ideas, our control over these suggestions would be limited
to prompt structuring. To better identify personalized research interests, we built a large knowledge
graph from scientific literature. This graph, shown in Fig. 1(a), has vertices for scientific concepts
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and edges for co-occurrences in paper titles or abstracts. Concepts were extracted from 2.44 million
papers from arXiv, bioRxiv, ChemRxiv, and medRxiv (data cutoff: February 2023) using natural
language processing (NLP) tools like RAKE [28], refined through customized NLP techniques,
manual review, and GPT to remove non-conceptual phrases. Wikipedia was used to restore any
mistakenly removed concepts. The final list included 123,128 concepts. Edges were drawn from over
58 million papers in the OpenAlex database [21], capturing concept co-occurrences and citation rates.
This evolving graph, introduced in [12], spans scientific developments from 1665 (Robert Hooke’s
observation of a spot on Jupiter [29]) to April 2023 (see Fig. 1(a) and the Appendix A-Bfor details).

Personalized research suggestions We aim to generate personalized research proposals for collab-
orations between two scientists, with one evaluating the proposal later. As shown in Fig. 1(b), we first
identify the research interests of Researchers A and B by analyzing their publications from the past
two years. Concepts are extracted and refined with GPT-4 to create subgraphs for each researcher
within the knowledge graph. Using these subgraphs, we prompt GPT-4 to create a research project,
including up to seven paper titles from each researcher (details see the Appendix C-F). Concepts are
selected randomly, by pairs with the highest predicted impact [12], or without specific pairs, rely
solely on GPT-4. The prompt employs self-reflection [30], where GPT-4 generates three ideas, refines
them twice, and selects the most suitable project idea as the final result.

3 Large-scale human evaluation

To assess how interesting these AI-generated ideas are, we asked research group leaders at scientific
institutes, who regularly deal with and act upon research ideas, to participate in the evaluation.
Specifically, 110 research group leaders from 54 Max Planck Institutes within the Max Planck Society
in Germany participated (Fig. 1 (c)). They were tasked with evaluating up to 48 personalized research
projects for their interest level, ranging from 1 (‘not interesting’) to 5 (‘very interesting’). Of the 110
researchers, 104 are from natural science institutes, and 6 are from social science institutes. In total,
we received 4,451 responses. Notably, 1,107 ideas received an interest level of 4 or 5 (nearly 25% of
all suggestions), with 394 of these being ranked as very interesting (Fig. 1(c) and Appendix G).

4 Interest versus knowledge graph features

We found no significant difference in interest levels between research projects generated by random,
high-impact, or no concept pairs, allowing us to analyze which knowledge graph features influence
the project interest. Identifying these features can help us suggest ideas of higher interest in the future.
We computed 144 features for used each concept pair (A, B) in the suggestions, including 141 from
[12] (e.g., node characteristics like degree and PageRank [31], edge features like Simpson similarity,
Sørensen–Dice coefficient [32], and impact-based features like citation rates) and three additional

Figure 2: Analysis of Interest Levels vs. Knowledge Graph Features. Features (a) and (b) are node
features, while (c) represents the semantic distance between the researchers’ sub-networks (higher
values indicate more distant fields). Data points are color-coded: blue for all 2,996 responses, green
for the top 50% by predicted impact, and red for the top 25%.
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Figure 3: Predicting scientific interest. (a), The ROC curve shows prediction accuracy, and (b),
demonstrates that both methods achieve higher precision for the top-N suggestions than random
selection. (c) The probability of finding a high-interest suggestion among the top N.

features: predicted impact and two subgraph distance metrics (one based on subgraph distance and
another on semantic distances in their extended neighborhoods). Features were normalized using
z-scores, sorted them from lowest to highest, and divided into 50 groups. For each group, we plotted
the average normalized feature value (x-axis) alongside the average interest value (y-axis) with
standard deviations to observe trends in how graph features affect researcher’s preferences (Fig. 2).

5 Predicting interest

We aimed to predict which research suggestions would receive high interest ratings (4 or 5 on a
5-point scale) or below 4 using two methods: a neural network trained on knowledge graph features
linked to ratings and GPT in a zero-shot manner (without human evaluation feedback) to rank 2,996
suggestions. The neural network used 25 high-performing features in a small architecture (25 input
neurons, 50 neurons in a hidden layer, and one output neuron, with dropout to enhance training [33])
and Monte Carlo cross-validation due to limited data (see Appendix H). In the second approach,
GPT-3.5 and GPT-4o ranked suggestions by comparing pairs and updating rankings using an ELO
system, starting with an initial score of 1400 (see Appendix I). Both methods achieved an average
AUC of nearly 2/3 for the binary classification task (Fig. 3 (a)), indicating that concept pair selection
alone effectively influences interest rankings while GPT’s zero-shot ranking can be valuable when
human evaluations are unavailable. The supervised approach reached 66.4% precision for the top-3
suggestions, while GPT-4o and GPT-3.5 achieved 45.0% and 47.2%, respectively, significantly
outperforming the random selection rate of 23% (Fig. 3 (b)). Additionally, our methods showed a
higher probability of finding at least one highly interesting suggestion within the top N compared to
random sampling (Fig. 3 (c)).

6 Outlook

Our results show that it is possible to predict which research suggestions will interest scientists by
analyzing the knowledge graph properties of concept pairs used in prompts to GPT-4, without relying
on the text generated by GPT-4. This enables SCIMUSE to identify novel, high-interest research
topics and translate them into full-fledged proposals using modern language models. As LLMs like
GPT-4 [25], Gemini 1.5 [26], LLaMa3 [34], and Claude [27] continue to improve, the generated
research ideas are expected to become more targeted and reasonable. The methodologies employed
by SCIMUSE have the potential to inspire unexpected cross-disciplinary research on a large scale
by providing a comprehensive analysis of millions of scientific papers. This approach facilitates
the discovery of interesting collaborations between scientists from different domains, which could
lead to impactful, award-winning results [35, 6, 1, 2]. Large scientific societies, national funding
agencies, and other stakeholders might adopt such methodologies in the line of SCIMUSE to foster
new interdisciplinary collaborations and ideas that might otherwise remain untapped, advancing
scientific progress and impact on a broad scale.
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A Datasets for creating knowledge graph

We compiled a list of scientific concepts using metadata from arXiv, bioRxiv, medRxiv, and chemRxiv.
The arXiv data is available on Kaggle, while metadata for other preprint sources can be accessed
through their respective APIs. Our dataset includes ∼2.44 million prapers, with a cutoff date of
February 2023. For edge generation, we used the OpenAlex database snapshot (available on the
OpenAlex bucket) with a cutoff date of April 2023. For more details, refer to the OpenAlex website
[21]. The original dataset was filtered to entries of journal papers that contain titles, abstracts, and
citation data, resulting roughly 92 million papers. From these 92 million papers, 58 million contain at
least two concepts of our concept list and can therefore for an edge in the knowledge graph.

B Creating the concept list

We analyzed the titles and abstracts of ∼2.44 million papers from four preprint datasets using the
RAKE algorithm, enhanced with additional stopwords, to extract potential concept candidates. Initial
filtering retained two-word concepts (e.g. gouy phase) appearing in at least nine articles and concepts
with more than three words (e.g. recurrent neural network) appearing in six or more, reducing the
list to 726,439 concepts. To further improve the quality of the identified concepts, we developed a
suite of automated tools to eliminate domain-independent errors commonly associated with RAKE
and performed a manual review to remove inaccuracies like non-conceptual phrases, verbs, and
conjunctions. This step refined the list to 368,825 concepts. Next, we used GPT-3.5 to further refine
the concepts, which resulted in the removal of 286,311 concepts. We then employed Wikipedia to
restore 40,614 mistakenly removed entries, resulting in a final refined list of 123,128 concepts.

C Prompt to GPT-4 for concept refinement

The prompt to refine the researchers’ concept list is shown below:

Prompt to Refine the Researchers’ Concept List

A scientist has written the following papers:
0) title1
1) title2
2) title3
...

I have a noisy list of the researchers’ topics of interest, and I would like your help in filtering
them. Please look at the list below and return all concepts that are relevant to the scientist’s
research (based on their paper titles) and meaningful in the context of their research direction.
The concepts can be detailed; I mainly want you to filter out concepts that are not meaningful,
words that are not concepts, or concepts that are too general for the direction of the scientist
(e.g., “artificial intelligence" might be a meaningful concept for a geologist, but not for a
machine learning researcher). Do not change or add any concepts – only remove or keep
them.

concept list=[c1, c2, c3, c4, c5, c6, ...]

D Classification of Max Planck Institutes

We classified all 87 Max Planck Institutes into two categories: Class 1, abbreviated as nat, includes
natural sciences, technology, mathematics, and medicine (68 institutes), while Class 2, abbreviated
as soc, includes social sciences and humanities (19 institutes). The initial classification was done
manually based on each institute’s title and research field. To validate this, we further used GPT-4o
for automatic classification, which perfectly matched with our manual classification.
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E Researcher Statistics

Over 100 highly experienced researchers, spanning fields from the natural sciences to the humanities,
participated in evaluating the personalized research ideas. Table. 1 summarizes the researchers’
publication and citation statistics as of January 1, 2024, when the evaluations were conducted. On
average, the researchers had published 59 papers and received over 3,750 citations.

Table 1: Summary statistics of researchers’ publications and citations.

Mean Median Min Max
Number of papers 59.7 36.0 9 402

Number of citations 3759.7 1630.0 20 85778

F Prompt to GPT-4 for project idea generation

Prompt to GPT-4 for Project Idea Generation

Two researchers A and B, with expertise in “concept1" and “concept2" respectively, are eager
to collaborate on a novel interdisciplinary project that leverages their unique strengths and
creates synergy between their fields.

To better understand their backgrounds, here are the titles of recent publications from each
researcher:
Researcher A:
1: title1
2: title2
3: title3
...
Researcher B:
1: title1
2: title2
3: title3
...

Please suggest a creative and surprising scientific project that combines “concept1" and
“concept2". In your response, follow this outline:

First, explain “concept1" and “concept2" in one short sentence each.

Then, do the following three steps 3 times, improving in each time the response:
A) Describe 4 interesting and new scientific contexts, in which those two concepts might
appear together in a natural and useful way.
B) Criticize the 4 contexts (one short sentence each), based on how well the contexts merge
the idea of the two concepts.
C) Give a 2 sentence summary of your reflections above, on how well one can combine these
concepts naturally and interestingly.

Then, start finding a project. Taking your reflections from (A-C) into account, define in your
response a project title, followed by a brief explanation of the project’s main objective.

Finally, address the following questions (Take the full reflections (A-C) into account):
What specific interesting research questions will this project address, that will lead to innova-
tive novel results? [2 bullet points, one sentence each]

Rather than relying on a knowledge graph to supply “concept1" and “concept2", it is also possible
to direct GPT-4 to extract these concepts from the research paper titles of Researchers A and B,
respectively. GPT-4 can then use these identified concepts within the same prompting context to
generate innovative research ideas.
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G Interest evaluation for three different generation methods

Fig. 4 presents the interest-level distributions for research suggestions generated using three different
methods. The interest levels are notably similar between suggestions generated with and without
concepts from the knowledge graph. This similarity enables us to analyze the correlations between
knowledge graph properties and interest levels, and to use these properties for predicting the interest
level of generated research proposals.

Figure 4: Interest levels across different generation methods. Research ideas are generated
using three methods: (1) no concepts provided by the knowledge graph, (2) random concepts from
the researchers’ subnetwork, and (3) predicted high-impact concept pairs from the researchers’
subnetwork. The figures displays: (a) overall interest levels (numbers within bars show the number of
responses for that evaluation), (b) interest levels for ideas without using concepts from the knowledge
graph, (c) interest levels with random concept pairs, and (d) interest levels using high-impact concept
pairs (predicted by adapting the computational methods from [12], and applying them to a different
and much larger knowledge graph).

H Predicting high interest from knowledge graph features

In Fig. 3 (main text), we aim to predict whether a research proposal will be rated with high interest.
Specifically, using only data from the knowledge graph (excluding the final text generated by GPT),
we predict if a proposal will receive an interest rating of 4 or 5 (on a scale of 1 to 5: not interesting to
very interesting) or below 4. This is formulated as a binary classification task.

The input to the neural networks consists of network-theoretical features extracted from the knowledge
graph. For each concept pair in a research project, we compute 144 features. The first 141 features
are derived from those used to predict the future impact of concept pairs, as described in [12]. These
features include node properties (e.g., node degree and PageRank [31]) and edge properties (e.g.,
Simpson similarity and Sørensen–Dice coefficient [32]). Several features also account for impact
information, such as recent citation counts. The remaining three features include the predicted impact
and two distance metrics between the researchers’ subgraphs (Fig. 1(b)). The first distance metric
measures the distance based solely on the concepts present in Researcher A and Researcher B’s
concept lists. In contrast, the second metric takes into account the entire neighborhood of these
subgraphs by calculating semantic distances between all neighboring concepts and the concepts
from the subgraphs. These features serve as the input to the neural network for predicting whether a
proposal will achieve a high interest rating.

Given the small dataset size (2,996 answers with properties from the knowledge graph), we use a
data-efficient learning method – a small neural network with dropout. The input layer consists of the
25 best-performing features (see Table. 2), selected from the total 144 by independently analyzing
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Figure 5: Choice of alternative hyper-parameters for training of neural network. We analyse
the prediction of interest level quality (in terms of AUC) with different parameters of the neural
network, such as different number of features, different number of layers and neurons, learning rate
and drop-out rate. We see that the final results are robust under variations of the hyper-parameters.

the feature importance of each and choosing the top 25. The neural network has one hidden layer
with 50 neurons and a single output neuron. Mean square error is used as the loss function.

To ensure robust performance estimation for the small dataset, we use Monte Carlo cross-validation.
The dataset is repeatedly split into training and validation sets, and the model is trained and evaluated
on each split. This approach ensures that the performance metrics are robust and not dependent on a
particular split of the data. This iterative process continues until the standard deviation of the mean
AUC is less than 10−2

3 , achieved after 130 iterations. This method provides a reliable estimate of the
model’s performance, which is crucial for small datasets where individual splits may lead to high
variance in the evaluation metrics.

The neural network performance is not specifically sensitive to hyperparameter choices, thus we
refrained from hyperparameter optimization, and instead used a reasonable defaults: learning
rate=0.003, dropout=20%, weight decay=0.0007, training dataset=75%, validation dataset=15%, test
dataset=10%. In Fig.5, we investigate alternative hyper-parameters of the training process, and find
that the results are robust under variations of the hyper-parameters.

I Zero-shot ranking of research suggestions by GPT

We ranked 2,996 research suggestions – previously evaluated by human experts – using GPT-3.5,
GPT-4o, and GPT-4o-mini. For each pair of randomly selected suggestions, we asked the LLMs to
rank which one was more interesting, considering the personalized research interests of the evaluating
human expert. This pairwise comparison was repeated between 22,000 and 45,000 times (for GPT4o
and GPT4o-mini, respectively). We treated this task as a tournament where all 2,996 suggestions
compete pairwise against each other. Using the ELO ranking system, each suggestion started with
an initial ELO score of 1400. Each comparison by GPT updated the ELO rankings based on the
outcome, producing a final sorted list of suggestions from highest to lowest ELO score. We evaluated
the ranking quality by calculating the AUC to determine how well the ranked list aligns with the
human-expert evaluations of interest levels (Fig.6).
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Figure 6: Zero-Shot ranking of research suggestions by LLMs. The research suggestions are
generated using the knowledge graph together with GPT4. They are then ranked using GPT4o,
GPT4o-mini and GPT3.5, without feedback from the human evaluation. The human evaluation is
used to compute the final quality of the ranking. the ranking is performed in a pair-wise choice where
we ask the LLM to select the more interesting one given the research background of the researchers.
One match is one pairwise selection. The LLMs perform 10,000 of these pairwise selections, which
allows us to compute ELO scores for each generated research idea.

Prompt for Zero-Shot Ranking of Research Ideas

I will present two research ideas. The first idea is for Researchers A1 and B1, and the second
idea is for Researchers A2 and B2.
Researchers A1 and A2 will evaluate how interesting they find the respective ideas.
You will determine which of the two suggestions will be considered more interesting.

The suggestions are randomly ordered, and you should evaluate each suggestion in-
dependently and without bias.

### Researcher A1 Context and Suggestion 1:
Here are a few papers of Researcher A1:
(papersA1)

Suggestion 1: [suggestion1]

*Summary for Researcher A1**: Provide a one-sentence summary of Suggestion 1 in the
context of Researcher A1.

### Researcher A2 Context and Suggestion 2:
Here are a few papers of Researcher A2:
(papersA2)

Suggestion 2: [suggestion2]

*Summary for Researcher A2**: Provide a one-sentence summary of Suggestion 2 in the
context of Researcher A2.

### Evaluation:
Based on the summaries and the research interests of A1 and A2, evaluate which suggestion
is more likely to be ranked higher in terms of interest.
*Result**: If Suggestion 1 is ranked higher by Researcher A1 than Suggestion 2 is
by Researcher A2, write ’RESULT: SUGGESTION 1’. Otherwise, write ’RESULT:
SUGGESTION 2’.
Remember, the suggestions are randomly ordered, and your evaluation should be impartial
and based solely on the research interests of A1 and A2.
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Figure 7: Choice of hyper-parameters for training of decision tree. The model is trained using
Monte Carlo cross-validation until a statistical uncertainty of σ=0.001 is reached. We find that no
setting of number of features, maximum depth and minimal sample leaf can reach the performance of
the data-efficient neural network.

J Predicting high interest from knowledge graph features with decision trees

We experimented with other data-efficient learning methods, specifically with decision trees [37]
using[38]. However, decision trees did not outperform the neural network predictions, as can be seen
in Fig.7. These values confirm that neural networks are advantageous for the task of ranking research
ideas by their interest value in a supervised way, which can also be confirmed in Fig.8.

K Prediction of Interest with different methods

We show the full data of all five methods (supervised training with neural networks and decision
trees, as well as unsupervised zero-shot prediction with GPT3.5, GPT4o and GPT4o-mini), with their
corresponding AUC, top-N precision and top-N success probability, in Fig.8. We see that the neural
network outperforms decision trees when trained in a supervised way, and that GPT4o is better than
the other tested models, when the ranking is performed in a zero-shot manner without giving any
information about the evaluations of humans.
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Figure 8: Interest predictions with five methods. We reproduce Fig.3 (main text), and add results
from a supervised decision tree training, and an unsupervised GPT4o-mini.

L Prompt engineering

We have explored manual and automated improvements of the prompts, both for the research question
design and the zero-shot prediction. Specifically, we attempted to improve the prompts for the idea
generation using GPT-4o. While the prompts were more structured, a small-scale evaluation did not
show any improvement in terms of more interesting results.

M GPT-4o and GPT-o1 for idea generation

We conducted two small-scale tests where GPT-4 and GPT-4o generated ideas using the exact same
settings described above.

In the first test, three research group leaders evaluated 180 pairs of questions (one generated by GPT-4
and the other by GPT-4o using the same prompt). They found 31.1% of GPT-4 answers to be more
interesting, while 60.56% favored GPT-4o answers (8.3% were draw). In the second test, a research
group leader evaluated 11 pairs of questions (one generated by GPT-4o and the other by GPT-o1 with
the same prompt), and all 11 ideas generated by GPT-o1 were ranked as more interesting.

These additional small-scale tests suggest that improved models can enhance idea generation, thus
directly improving the results of SCIMUSE.
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Table 2: Top-25 Best-Performing Features of Each Concept Pair (cA, cB) to the Neural Network

Feature
1 Semantic distance between Researchers A and B (using all neighboring

concepts and all concepts from the subgraphs)
2 Number of new neighbors gained by cA from the years 2022 to 2023
3 Rank of the number of new citations for cA from the years 2022 to 2023
4 Rank of the number of new papers mentioning cA from the years 2021

to 2023
5 Number of papers mentioning either concept cA or cB until the year

2022
6 Annual citations for cA during the year 2020
7 Total citations for cA from its first publication until the year 2021
8 PageRank score for cB until the year 2023
9 Number of neighbours for cA until the year 2022
10 Number of new papers mentioning cA from the years 2021 to 2023
11 Rank of the number of new neighbors gained by cA from the years 2021

to 2023
12 Total citations for cA from the years 2020 to 2023
13 PageRank score for cB until the year 2022
14 Rank of the number of new neighbors for cA from the years 2022 to

2023
15 Annual citations for cA during the year 2022
16 Total citations for cA from the years 2019 to 2022
17 Number of neighbours for cA until the year 2023
18 Number of neighbours for cA until the year 2021
19 Number of new neighbors gained by cB from the years 2022 to 2023
20 PageRank score for cA until the year 2023
21 Total citations for cA from its first publication until the year 2023
22 PageRank score for cA until the year 2022
23 Number of papers mentioning either concept cA or cB until the year

2023
24 Number of neighbours for cB until the year 2021
25 Total citations for cA from its first publication until the year 2022
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