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Abstract

The modelling of dynamical systems is a pervasive concern for not only describing
but also predicting and controlling natural phenomena and engineered systems.
Current data-driven approaches often assume prior knowledge of the relevant state
variables or result in overparameterized state spaces. Boyuan Chen and his co-
authors proposed a neural network model that estimates the degrees of freedom
and attempts to discover the state variables of a dynamical system. Despite its
innovative approach, this baseline model lacks a connection to the physical princi-
ples governing the systems it analyzes, leading to unreliable state variables. This
research proposes a method that leverages the physical characteristics of second-
order Hamiltonian systems to constrain the baseline model. The proposed model
outperforms the baseline model in identifying a minimal set of non-redundant and
interpretable state variables.

1 Introduction

Dynamical systems, systems that change over time, pervade the natural and engineered world,
embodying the complex interactions and evolution observed across a multitude of fields, from physics
and biology to economics and engineering. Their universality and applicability in modelling real-
world phenomena underscore the imperative for their study, motivating works that offer insights into
system behaviour, prediction, and control [[17,[7} 18 [16}16]. However, most data-driven methods for
modelling dynamical systems assume that the relevant state variables are already known [} 6] or use
more parameters than necessary to represent possible configurations of the state variables [[18, [7]].

Recent work by Chen et al. [S]] proposed a neural network model for dynamical system analysis that
identifies the relevant state variables. The model estimated the degrees of freedom and discovered the
state variables of a dynamical system from its images using an encoder-decoder architecture [3]. Yet,
Chen et al.’s proposed model is detached from the physical underpinnings of the systems it models [];
the proposed model uses an external intrinsic dimension estimator [2} |13} 4] which is ignorant of
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physics principles to estimate a non-integer number of degrees of freedom. Rounding a non-integer
to an integer can be influenced by confirmation bias. Furthermore, the obtained state variables are
correlated, possibly redundant or entangled, with no guarantee of interpretability. Therefore, this
research pivots towards harnessing the physical characteristics of dynamical systems, specifically
their second-order [§] and Hamiltonian [[14, [15] characteristics. By leveraging physics-informed
machine learning, we propose to incorporate physics knowledge into the machine learning model:
observational biases are introduced directly through data that embody the underlying physics [[L1],
learning biases are introduced through appropriate loss functions which modulate convergence
towards solutions that adhere to the underlying physics [[L1, /3], and inductive biases are incorporated
by tailored interventions to a machine learning model architecture [11]. These embed physical
constraints into Chen et al.’s baseline model, to identify a minimal set of non-redundant, interpretable
state variables. Our central research question seeks to exploit these physical properties to achieve an
optimal representation of the system’s dynamics, offering a balance between simplicity and accuracy
that improves existing methodologies.

We introduce modifications to Chen et al.’s model using physics-informed machine learning in
Section [2| In Section (3] we evaluate, compare, and find that the proposed model outperforms Chen et
al.’s model on their original dataset by accurately identifying and interpreting the state variables.

2 Methodology

Chen et al.’s baseline model is a nested autoencoder [S]]. In the first step, two consecutive video
frames from a dynamical system are input to the outermost autoencoder. A compact representation of
the input is extracted and the subsequent two consecutive frames are predicted. Then, an intrinsic
dimension (ID) estimation [13] of the compact representation is performed. In the second step, the
innermost autoencoder further compresses the compact representation into a latent space of dimension
ID. These are the state variables of the dynamical system.

We leverage Karniadakis et al.’s framework to enhance Chen et al.’s model by introducing three
proposed models, each incorporating different physics-informed machine learning biases. They
are the Physics-Informed AutoEncoder (PI-AE), the Physics-Informed Variational AutoEncoder
(PI-VAE), and the Hamiltonian Physics-Informed Variational AutoEncoder (HPI-VAE). The three
proposed models make modifications to the innermost autoencoder. Further details regarding the
architectures are supplemented in Appendix [B]

The Physics-Informed AutoEncoder (PI-AE) builds on Chen et al.’s baseline. It incorporates an
observational bias by enforcing the system’s second-order constraint to the latent space of the inner-
most autoencoder. It follows the nomenclature of second-order dynamical systems, and constrains
pairs of latent variables of the autoencoder such that the first represents the position, and the second,
the momentum of the dynamical system. The Physics-Informed Variational AutoEncoder (PI-VAE)
builds on the PI-AE and incorporates a learning bias regarding the time-continuity of the dynamical
system and the independence of the state variables. The constraint is incorporated by a variational
autoencoder. The KL divergence term in the loss function enforces latent sparsity, as the learned
distribution in the latent space has a Standard Multivariate Normal Distribution prior. By enforcing
latent sparsity using the KL divergence term, the PI-VAE circumvents the need for an intrinsic
dimension estimator. Furthermore, the intrinsic dimension estimator is used as an external tool to find
the number of degrees of freedom of the dynamical system, and functions independently from the
training and convergence of the encoder and decoder. Therefore, the PI-VAE is more parsimonious
by design compared to the baseline and PI-AE as it bypasses the intrinsic dimension estimator.
The Hamiltonian Physics-Informed Variational AutoEncoder (HPI-VAE) builds on the PI-VAE and
incorporates an inductive bias. It modifies the PI-VAE architecture to include a Hamiltonian neural
network which takes as input the latent variables. This model has three terms in its loss function. They
are the reconstruction loss, the KL divergence, and Hamilton’s equations. Likewise, by enforcing
latent sparsity using the KL divergence term, the HPI-VAE circumvents the need for an intrinsic
dimension estimator. The HPI-VAE is more parsimonious by design compared to the baseline and
PI-AE as it bypasses the intrinsic dimension estimator.



3 Experiments

The data comprises video frames of the systems which are either real and filmed with a camera,
or numerically simulated from Chen et al. They comprise 100,000 frames per dynamical system,
comprising 100 frames from 1,000 random trajectories. These datasets are divided into training,
validation, and test sets, constituting approximately 80%, 10%, and 10% of the data, respectively.

The five dynamical systems are the reaction-diffusion system, a single pendulum system, a double
pendulum system, a swing stick system, and an elastic pendulum system. Example frames of the five
systems are shown in Appendix

The outermost autoencoder shared by all models takes as input two consecutive frames and outputs
the next two consecutive frames. It has five consecutive convolutional layers and a latent space of
size 64. The innermost autoencoder takes the latent space of the outermost autoencoder as input and
reconstructs it as the output. It has four fully connected layers. The baseline and proposed PI-AE
have a latent space of dimension ID. The proposed PI-VAE and HPI-VAE have a latent space of
size 10 which exceeds the ground truth intrinsic dimension of the five dynamical systems. The [
hyperparameter which adjusts the respective weights of the reconstruction loss and KL divergence is
placed on the reconstruction loss term. Further details regarding the hyperparameters of each model
are reported in Appendix [D]

The number of degrees of freedom estimated by the baseline and proposed models for the five
dynamical systems is shown in Table[I] For the baseline and PI-AE, this is the value given by
Chen et al.’s intrinsic dimension estimator, rounded to a whole number. For the PI-VAE and HPI-
VAE, the VAE architecture promotes sparsity of the latent space, hence no intrinsic dimension
estimator is required. The number of degrees of freedom is the number of latent variables that are
non-zero. A variance threshold of 0.01, corresponding to 1% of the targeted variance of the reduced
prior, discriminates between the non-zero latent variables of interest and the uninformative latent
variables. All models can successfully reconstruct the latent space of the outermost autoencoder
with a reconstruction loss lower than 0.01. Table|l{shows that the PI-VAE and the HPI-VAE, with
the VAE architecture, are able to directly find the correct number of degrees of freedom for the five
dynamical systems without the use of the intrinsic dimension estimator. They hence avoid influence
by or tendency toward confirmation bias.

Table 1: Latent space dimension of systems from different models

System Ground truth Baseline [3] PI-AE  PI-VAE HPI-VAE
Reaction-diffusion 2 216 =2 216=2 2 2
Single pendulum 2 206~2 2.05=2 2 2
Double pendulum 4 4.7l ~4 471 =~4 4 4
Swingstick system 4 4.89~4 489=~14 4 4
Elastic pendulum 6 5.34~6 534=6 6 6

Additionally, we comment on the non-zero latent variables of interest for the HPI-VAE and compare
them to the latent variables of the baseline by visualizing the latent variables for a random trajectory
of the dynamical system. We focus on the latent variables obtained for the three pendulum systems
for which the ground truth is known. Further results can be found in Appendix [E]

Single pendulum Figure[T|displays the latent variables obtained with each model, scaled to between -1
and +1. The baseline model (a) identifies two latent variables, var0 and var1, which appear entangled
or redundant. The HPI-VAE captures the system’s evolution using two unique latent variables. The
first latent variable is shown. The second is its time derivative, omitted for visualization clarity but
enforced with the physics-informed second-order constraint to its latent space. The plot of cos 26(t)
against time, ¢, is plotted as a black dotted line on all subplots of Figure[I] It can also be observed
that the baseline exhibits discontinuous changes that align with the curve of cos 20(t). However,
in the HPI-VAE model, the latent variable is smoother, revealing a more continuous and coherent
understanding of the pendulum’s dynamics with the use of the VAE architecture, which focuses on
finding continuous latent variables.

Double pendulum Figure[2]displays the latent variables obtained with each model, scaled to between
-1 and +1. The baseline model (a) identifies four latent variables, var0, var1, var2, and var3, which
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Figure 1: Values of the latent variables obtained by the models (y-axis) against time (x-axis) for
one trajectory of the simple pendulum. The subplots show the respective latent variables for the (a)
baseline and (b) HPI-VAE model.
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Figure 2: Values of the latent variables obtained by the models (y-axis) against time (x-axis) for
one trajectory of the double pendulum. The subplots show the respective latent variables for the (a)
baseline and (b) HPI-VAE model.

appear entangled or redundant. The HPI-VAE captures the system’s evolution using four unique
latent variables with the VAE architecture, which emphasizes disentanglement of the latent space.
The first two latent variables are shown. The third and fourth are the time derivatives of the first two,
omitted for visualization clarity but enforced with the physics-informed second-order constraint to its
latent space. The horizontal positions of the two arms of the double pendulum, z; (t) and x2(t), are
plotted in black dotted lines all subplots of Figure[2] For the baseline model, the third and fourth
latent variables are correlated to x1(¢) and x5(t), and the first two latent variables are correlated with
the third. For the HPI-VAE, the first two latent variables are correlated with z1 () and 5 (¢) which
offers an even more refined and smooth portrayal of the dynamics of the two arms in the double
pendulum system.
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Figure 3: Values of the latent variables obtained by the models (y-axis) against time (x-axis) for
one trajectory of the elastic pendulum. The subplots show the respective latent variables for the (a)
baseline and (b) HPI-VAE model.




Elastic pendulum Figure [3|displays the latent variables obtained with each model, scaled to between
-1 and +1. The baseline model (a) identifies six latent variables, var0, varl, var2, var3, var4,
and varb. The HPI-VAE capture the system’s evolution using six unique latent variables. The first
three latent variables are shown. The last three are the time derivatives of the first three, omitted
for visualization clarity but enforced with the physics-informed second-order constraint to its latent
space. The horizontal positions of the two arms of the elastic pendulum, x;(t) and x5(t), and the
changing length of its main arm, z, are plotted in black dotted lines all subplots of Figure 2] For
the baseline model, the fifth latent variable is correlated with x1 (¢). It is not possible to identify the
correlation of the other variables with z and z5. However, the HPI-VAE can assign latent variables
to model each arm’s position and the main arm’s fluctuating length. Although the match between
the physical and model-derived variables in the HPI-VAE is not as precise as in simpler cases, it
manages to trace the physical variables’ patterns more effectively, by encouraging the latent variables
to converge to the canonical variables of a Hamiltonian system.

4 Conclusion

In conclusion, through the integration of physics-informed machine learning with variational au-
toencoders, we have allied physical knowledge and data-driven machine learning to enhance the
interpretability and simplicity of modelling complex systems. Our approach marks an improvement
over traditional methods by bypassing the need for a intrinsic dimension estimator and using a
variational autoencoder to parsimoniously identify the degrees of freedom of dynamical systems
during training. Furthermore, the latent variables are a minimal, non-redundant representation of
dynamics that faithfully captures the system’s physical characteristics, especially the second-order
constraint between pairs of latent variables. This advancement holds promise for a wide range of
applications, from fundamental physics to engineering. We anticipate that the methodologies and
insights gleaned from this work will help catalyze further research, fostering the development of
more sophisticated, physics-informed models capable of tackling the complexities inherent in the
natural and engineered world.

Future work should be directed toward the interpretation of latent variables. Different state variables
have varying contributions to their respective dynamical systems, being able to differentiate the
penalization of errors for different latent variables at large and small spatial or temporal scales will be
beneficial to identifying more interpretable state variables.
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Appendices

A Background

Dynamical systems are defined by a set of time-dependent equations that characterize the evolution
of a system’s state over time [8]], and are represented as

X=/f(x1) ey

where  is a vector of the state variables of length equivalent to the number of degrees of freedom of
the dynamical system, x is the time derivative of x with respect to time ¢, and f is a function that
defines the system dynamics [§]].

Autonomous second-order dynamical systems are a class of dynamical systems characterized by
an even number of state variables where half of them describe the position (7), and the other half
represent the associated momentum (p) [8l]. Hamiltonian dynamical systems are a class of dynamical
systems whose dynamics are governed by Hamilton’s equations

. OH . oH

=%, PT e @
where H represents the total energy or Hamiltonian of the dynamical system [14} [15], and is a
conserved quantity. Hamiltonian neural networks [3} [11} [10] are physics-informed machine learning
models that incorporate learning biases based on Hamilton’s equations within neural networks. They
regress the Hamiltonian of a dynamical system directly from its state variables using Hamilton’s
equations and enforce the invariance of the total energy of the dynamical system.

An autoencoder is a neural network comprising an encoder function, which constructs an encoding
of the input, and a decoder function, which produces a reconstruction of the input [9]. Sandwiched
between them is a hidden layer that describes a code, or latent variables, used to represent the input [9].
Autoencoders are designed to be unable to learn to copy perfectly, usually by limiting the number of
latent variables [9].

Variational Autoencoders (VAEs) extend the autoencoder framework by introducing a probabilistic
approach to encoding inputs [12]. VAEs modify the loss function of an autoencoder by adding a
Kullback-Leibler (KL) divergence term in the loss function,

Lyap = =B Eqom[logp(e|z)] + KL(q(|2)[Ip(2)) S

where z is the input and = its latent representation, —[Ey (., [log p(z|z)] is the reconstruction loss in
a variational context, ¢(z|z) denotes the encoder’s distribution and p(z) denotes a prior distribution
p(z). B adjusts the respective weights of the two terms. It can be placed on either the reconstruction
or KL divergence term. The KL divergence term penalizes deviations of the learned distribution in
the latent space from a chosen prior Gaussian distribution.

The KL divergence term enforces independence among the latent variables by pushing the encoded
distributions to resemble the prior [1]]. Therefore variables that do not contribute significantly
to reducing the reconstruction loss become redundant and converge to the non-informative zero
prior [1]. This process inherently minimizes the size of the latent space to the number of degrees
of freedom of the dynamical system, by eliminating excess variables. Furthermore, the inclusion of
the KL divergence encourages the VAE to find disentangled, semantically meaningful, statistically
independent, and causal factors of variation in data [12]. The result is a more interpretable and
minimal representation, which facilitates understanding of the underlying structure of the data.

B Baseline and proposed architectures

Chen et al.’s baseline model is a nested autoencoder [3] (Figure E], A and B). In the first step,
two consecutive video frames from a dynamical system are input to the outermost autoencoder.
A compact representation of the input is extracted and the subsequent two consecutive frames
are predicted (Figure 4] A). Then, an intrinsic dimension (ID) estimation [13] of the compact
representation is performed. In the second step, the innermost autoencoder further compresses the
compact representation into a latent space of dimension ID (Figure[d] B). These are the state variables
of the dynamical system.
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Figure 4: Chen et al.’s baseline (A and B) and our proposed models (C, D, E).

We leverage Karniadakis et al.’s framework to enhance Chen et al.’s model by introducing three
proposed models, each incorporating different physics-informed machine learning biases. The three
proposed models shown in Figure 1 C, D, and E utilize the outermost autoencoder from Chen et al.
(Figure ] A) and make modifications to the innermost autoencoder (Figure[d] B).

Table|2| sums up the biases introduced in each architecture. The three modifications are progressively
incorporated into the baseline model using observational, learning, and inductive bias respectively.
Through a systematic comparison in Section [3] we evaluate the capability of each model to capture
the dynamics of various systems in a minimal, interpretable set of latent variables.

Table 2: Summary of baseline and proposed models

Model Observational bias ~ Learning bias Inductive bias
Baseline - - -
PI-AE 274 order constraint - -

PI-VAE 279 order constraint Latent sparsity -
HPI-VAE 2"? order constraint Latent sparsity Hamiltonian conservation

C Frames of the systems studied

The five dynamical systemsﬂ are the reaction-diffusion system (simulated dynamics of a planar spiral
wave), a single pendulum system, a double pendulum system, a swing stick system (articulated arms
fixed on a rigid base), and an elastic pendulum system (double pendulum which main arm length can
vary).

'These systems are used as is from the experiments of Chen et al. and are available for download here:
https://github.com/BoyuanChen/neural-state-variables
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Figure 5: Sequences of frames of the five dynamical systems: from the top in each row, the reaction-
diffusion system, single pendulum system, double pendulum system, elastic pendulum system, and
swing stick system from Chen et al.

D Hyperparameters for each architecture

Table 3] reports the value of /3 for the PI-VAE and HPI-VAE for the five dynamical systems. All other
loss weights for all models are set to 1. All innermost autoencoders are trained for 1000 epochs and
have reconstruction losses of less than 0.01.

Table 3: Reconstruction loss weights for PI-VAE and HPI-VAE

System PI-VAE HPI-VAE
Reaction-diffusion 7 7
Single pendulum 17 20
Double pendulum 30 40
Swingstick system 30 30
Elastic pendulum 50 80

E Results for the PI-AE and PI-VAE

Single pendulum Figure [6]displays the latent variables obtained with each model, scaled to between
-1 and +1. The baseline model (a) identifies two latent variables, var0O and var1, which appear
entangled or redundant. The PI-AE, PI-VAE, and HPI-VAE capture the system’s evolution using
two unique latent variables. The first latent variable is shown. The second is its time derivative,
omitted for visualization clarity. For all models, the first of the two latent variables are correlated
with cos 20(t), where 0(t) is the angle of the pendulum arm with respect to its position of rest at time
t given on the x-axis, although this correlation is more apparent with the PI-VAE and HPI-VAE. The
plot of cos 26(t) against time, ¢, is plotted as a black dotted line on all subplots of Figure @ It can
also be observed that both the baseline and PI-AE in (a) and (b) exhibit discontinuous changes that
align with the curve of cos 26(t). However, in the PI-VAE and HPI-VAE models, the latent variable
is smoother, revealing a more continuous and coherent understanding of the pendulum’s dynamics.
In particular, the latent variable of the HPI-VAE has sharper peaks, which are more similar to the
peaks of the cos 26(t) curve.

Double pendulum Figure 2] displays the latent variables obtained with each model, scaled to between
-1 and +1. The baseline model (a) identifies four latent variables, var0, var1, var2, and var3, which
appear entangled or redundant. The PI-AE, PI-VAE, and HPI-VAE capture the system’s evolution
using four unique latent variables. The first two latent variables are shown. The third and fourth are
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Figure 6: Values of the latent variables obtained by the models (y-axis) against time (x-axis) for
one trajectory of the simple pendulum. The subplots show the respective latent variables for the (a)
baseline, (b) PI-AE, (c) PI-VAE, and (d) HPI-VAE model.

the time derivatives of the first two, omitted for visualization clarity. The horizontal positions of the
two arms of the double pendulum, x4 (t) and x5(t), are plotted in black dotted lines all subplots of
Figure[7} For the baseline model, the third and fourth latent variables are correlated to x1 () and @ (t),
and the first two latent variables are correlated with the third. For the PI-AE, PI-VAE, and HPI-VAE,
the first two latent variables are correlated with 21 (¢) and x2(t). The PI-AE demonstrates the ability
to distinguish and more accurately represent the joint evolution of both arms. This representation is
further enhanced in the PI-VAE and HPI-VAE models, which offer an even more refined and smooth
portrayal of the dynamics of the two arms in the double pendulum system.

Elastic pendulum Figure 8]displays the latent variables obtained with each model, scaled to between
-1 and +1. The baseline model (a) identifies six latent variables, var0, var1, var2, var3, var4, and
var5. The PI-AE, PI-VAE, and HPI-VAE capture the system’s evolution using six unique latent
variables. The first three latent variables are shown. The last three are the time derivatives of the
first three, omitted for visualization clarity. The horizontal positions of the two arms of the elastic
pendulum, x;(¢) and x5 (t), and the changing length of its main arm, z, are plotted in black dotted
lines all subplots of Figure[7} For the baseline model, the fifth latent variable is correlated with
21(t). It is not possible to identify the correlation of the other variables with z and x5. Similarly, the
latent variables of the PI-AE also do not correlate with z and x5, as seen in Figure|§| (b). However,
the PI-VAE in Figure |§| (c) and HPI-VAE in Figure |E| (d) can assign latent variables to model each
arm’s position and the main arm’s fluctuating length. Although the match between the physical and
model-derived variables in PI-VAE and HPI-VAE models is not as precise as in simpler cases, these
models manage to trace the physical variables’ patterns more effectively.
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Figure 7: Values of the latent variables obtained by the models (y-axis) against time (x-axis) for
one trajectory of the double pendulum. The subplots show the respective latent variables for the (a)
baseline, (b) PI-AE, (c) PI-VAE, and (d) HPI-VAE model.
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Figure 8: Values of the latent variables obtained by the models (y-axis) against time (x-axis) for
one trajectory of the elastic pendulum. The subplots show the respective latent variables for the (a)
baseline, (b) PI-AE, (¢) PI-VAE, and (d) HPI-VAE model.
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