Neural 3D Reconstruction of 21-cm Tomographic Data
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Abstract

Analyses of the cosmic 21-cm signal are hampered by astrophysical foregrounds
that are far stronger than the signal itself. These foregrounds, typically confined
to a wedge-shaped region in Fourier space, often necessitate the removal of a
vast majority of modes, thereby degrading the quality of the data anisotropically.
To address this challenge, we introduce a novel deep generative model based
on stochastic interpolants to reconstruct the 21-cm data lost to wedge filtering.
Our method leverages the non-Gaussian nature of the 21-cm signal to effectively
map wedge-filtered 3D lightcones to samples from the conditional distribution of
wedge-recovered lightcones. We demonstrate how our method is able to restore
spatial information effectively, considering both varying cosmological initial
conditions and astrophysics, potentially offering new opportunities for 21-cm
image analyses.

() Code, pre-trained models, and scripts for making plots in this paper
can be found here.
1 Introduction
The high-redshift 21-cm signal serves as a promising tool for investigating the early Universe during

the epochs of cosmic dawn and reionization [[1L4]. Its detection, however, is significantly hindered
by the presence of astrophysical foregrounds that are several orders of magnitude stronger than the
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Original (left) and wedge-filtered (right) Neural network (U-Net) parameterizes a Velocity field (trained neural network) transforms
lightcones form the training data velocity field within the stochastic wedge-filtered lightcones into wedge-recovered
interpolant framework samples by solving transport equations
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Figure 1: A schematic overview of our approach to develop a generative model aimed at reconstruct-
ing tomographic 21-cm maps at the field level from wedge-removed data. This method encompasses
several stages, including data generation, neural-network training, and solving transport equations.
Part 1: We generate 21-cm lightcones using simulations and remove Fourier modes that are contami-
nated by foregrounds, resulting in pairs of ‘original’ and wedge-filtered lightcones. Part 2: These
data pairs are then used within the stochastic interpolant framework, where a neural network is trained
to learn a time-dependent velocity field that can dynamically transport a wedge-filtered lightcone to
a wedge-recovered lightcone. Part 3: A stochastic differential equation is solved, with the trained
neural network acting as a drift function, to push an input wedge-filtered lightcone to a sample from
the distribution of wedge-recovered lightcones conditioned on this input.
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signal itself, see e.g. Refs. [316]. These foregrounds interact with an interferometer’s frequency-
dependent response to such emissions, introducing an anisotropic component in Fourier space that
occupies a wedge-shaped region [7H14]. Consequently, only a small window remains where the
21-cm signal can be observed without substantial foreground contamination. While completely
removing the foreground-dominated regions in Fourier space is always possible, this would clearly
have a detrimental effect on the signal-to-noise of the information extracted with this data [[15].
Moreover, if we are aiming for 3D tomographic imaging of the 21-cm signal, it is essential to retain as
many Fourier modes as possible. This is because wedge filtering leads to a distortion of the original
image beyond simple blurring, making an interpretation of what we see even more complicated [16].

To address the challenge posed by foreground contamination, a promising set of approaches based on
machine learning has emerged [17H27]. One such approach leverages neural networks to identify
correlations between Fourier modes inside and outside of the wedge region [23], which is largely
possible due to the inherent non-Gaussian nature of the 21-cm signal [28432]]. Then, under certain
conditions, it becomes feasible for the network to reconstruct a significant portion of the modes that
were originally lost in the filtering process. A major advantage of this approach is that it starts with
relatively uncontaminated 21-cm data and does not require precise noise modeling.

In this study, we build upon the work of Ref. [23] by exploring a generative method based on
‘stochastic interpolants’ [33}34]] that are able to continuously bridge two arbitrary probability densities.
Within our context, this method makes it possible to connect the distribution of wedge-filtered 21-cm
data to that of wedge-recovered data. The stochastic nature of this process allows for the same wedge-
filtered 21-cm input to be transformed into a distribution of possible wedge-recovered lightcones. In
this way, we can sample from this distribution and obtain realizations of wedge-recovered solutions —
a generative model. We summarize the main differences between our approach and previous works:
(1) Our method utilizes a generative model to obtain samples from the conditional distribution of
wedge-recovered lightcones, (2) we do not consider binarized maps as in Ref. [23]], but rather allow
for the recovery of the full 21-cm brightness temperature, (3) cosmological initial conditions and a
range of astrophysical parameters are varied in the data generation process, which results in the final
distribution being marginalized over these effects, and (4) lightcones are considered instead of coeval
boxes (where all voxels share the same redshift), as they more closely resemble real data and enable
recovery over a range of redshifts. We provide an illustrative overview of our procedure in Fig. [I]



2 Methodology

2.1 Dataset and Forward Model

We make use of the code 21cmFAST [35] 36]] to generate lightcones of the 21-cm brightness tempera-
ture. These lightcones have a volume of (512)% Mpc® and feature a resolution of 4 Mpc along each
axis, resulting in 128 voxels per axis. We post-process each box such that the line-of-sight axis has a
redshift range z € [8.9,11.3] and is centered at z ~ 10. We keep the default settings of 21cmFAST,
modifying only cosmological initial conditions and a few key astrophysical parameters for each simu-
lation. Specifically, we vary the following parameters within logflat priors whose limits are informed
by the wedge-removed power-spectrum forecast done in Ref. [37]: The fraction of galactic gas in stars
logyg f«,10 € [—1.45, —1.15], the escape fraction of ionizing photons log ¢ fesc,10 € [—1.17, —0.84],
and the specific X-ray luminosity log,, lx € [40.45,40.55]. We generate a total of 25,000 lightcones,
each featuring unique cosmological initial conditions and astrophysical parameters as previously
mentioned. We augment the data by rotating the boxes four times by 90° along the line-of-sight
axis, obtaining a total of 100,000 lightcones. We then process the lightcones by removing modes
dominated by intrinsic foregrounds and those within the foreground wedge. We employ the nota-
tion k| = k., and ky = (kf + k;) 12 to represent the Fourier modes along the line-of-sight and
those perpendicular to it, respectively. To address intrinsic foregrounds, we remove all modes with
k| < 0.05Mpc™" [10, 24]. We define the wedge region as |kj| < |k.|tant, where ¢ is the
wedge angle, set equal to ¢ = 65° for demonstrative purposes. Throughout the text, we will refer the
removal of both types of foregrounds as ‘wedge filtering’. After nullifying the relevant modes, we
apply the inverse Fourier transform to obtain the wedge-filtered lightcones back in image space.

2.2 Stochastic Interpolants

Our dataset consists of pairs of 21-cm lightcones and the corresponding wedge-filtered lightcones,
(wo1, %) ~ p(x21,25T), defining our target and base quantities, respectively. The stochastic
interpolant framework [38], 34] provides a way to dynamically transport a base measure (x37) onto
a target (1), allowing to sample from the conditional probability density p(wo1|751). First, we
construct the stochastic interpolant x(t) that bridges two probability densities as follows [39]:

x(t) = a(t)ayf + B(t)zar + o ()W (L), (1

where ¢ € [0, 1] is a time variable, a(t) = o(t) = 1 —¢t, 3(t) = t2, and W is a Wiener process. Next,
it can be shown that the velocity field corresponding to the interpolant in Eq. (I)) is given by [39]:

v(t,war,a3)) = a(t)ay! + B()za + ()W (D) @
with the dot denoting derivation with respect to time ¢. We approximate this function with a neural

network 0(¢, 2(t)) by minimizing the following objective with stochastic gradient descent [39]:

L[d] :/01 dtE [|ﬁ(t,x(t)) —v(t7x21,x‘2”1f)’2] : 3)

where the expectation value is taken over the data pairs (z21, 3f) ~ p(x21, 25) and W. The time
integral can be simply evaluated through Monte Carlo sampling. The learned velocity field will then
act as a drift function in the stochastic differential equation (SDE) [40],

AX(t) = 0(t, X ()dt + o()dW (L) | @

whose solutions are such that X (t = 1) ~ p(xo1|25f). We generate samples by discretizing the time
interval ¢ € [0, 1] into 500 steps along which we solve Eq. (@) using Heun’s second-order method.

2.3 Neural Network Architecture

The backbone of our architecture consists of convolutional neural networks, with the primary objective
to represent the velocity field in Eq. (2). First, we take a data pair (221, %f) and assign a random
time ¢ sampled from a uniform distribution ¢/(0, 1) to construct the stochastic interpolant z(t) as in
Eq. (I). These two quantities, ¢ and x(t), are the inputs to our model. We project the time variable
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Figure 2: Reconstruction of a wedge-filtered lightcone over time. Top and bottom rows show a slice
perpendicular to (z ~ 9.1) and along the line-of-sight axis, respectively. The leftmost column is a
wedge-filtered input (:rgl) at time ¢t = 0. Over time, this input gets transported to a sample from the
conditional distribution p(2o;|23}) at t = 1, which can be compared to the ground truth in the sixth
column. The last column shows the average of 2000 sampled lightcones.

Line of sight

t onto an embedding space of dimension 48 using sinusoidal functions [41]], and then process it
through a multi-layer perceptron consisting of two linear layers of hidden dimension 192 with SiLU
activation functions. To aid in capturing temporal dependencies, the model is conditioned on this
time variable by adding a linear projection of the embedded ¢ to the output of a convolutional block
as described below. Then, we put the stochastic interpolant through the main structure of our model,
which is a 3D U-Net neural network [42]]. The U-Net consists of 4 encoding blocks, followed by a
bottom block, and finally 4 decoder blocks. Each of these blocks is made out of two pre-activation
‘convolutional blocks’, which is a sequence of an instance normalization layer, a ReLU activation,
and a 3D convolutional layer. The time embedding is added to the output of the first of such two
convolutional blocks. The encoding blocks are downsampled using a max pooling operation, while
before each decoding block an upsampling procedure is performed using transposed convolutional
layers. Skip connections between encoding and decoding blocks at each of the 4 levels of the U-Net
are added to the output of the decoding blocks. Lastly, the output of the decoder part of the U-Net is
processed with a final convolutional block.

2.4 Training and Evaluation

The data is randomly split into a 90%/10% train/test set and standardized using the mean and standard
deviation of the training set. We train the model using the voxel-wise mean-squared-error (MSE) loss
between the network output and the ground truth, as defined in Eq. (3). The model is optimized using
the Adam optimizer [43], with an initial learning rate of 10~ that is halved every two epochs. We
use a batch size of 3 and train for a total of five epochs. The model’s performance is evaluated by
comparing the MSE loss of wedge-recovered lightcones to the identity loss (MSE loss between the
original and wedge-filtered data) and by comparing the voxel distribution of the wedge-recovered
lightcones to that of the ground truth. Our base model has approximately 43M parameters and training
takes roughly three days on an 80GB Nvidia A100 GPU.

3 Results

An example of a sample obtained by solving the SDE in Eq. @) is presented in Fig.[2] The top
and bottom rows show slices along the transverse and line-of-sight directions, respectively. The
leftmost column displays the wedge-filtered image at t = 0. The subsequent columns illustrate the
image’s evolution as it transforms into a wedge-recovered sample by ¢ = 1. This can be compared
to the ground-truth image in the sixth column. We repeat this process 2000 times and display the
average of these samples in the last column. From this, we observe that large-scale correlations are
reasonably well reconstructed, while small-scale features exhibit more randomness (that get averaged
out in the last column). We further illustrate the reconstruction quality by plotting power spectra in
Fig.[3] The left panel shows the 2D power spectrum for the reconstructed sample in Fig. 2] relative to
the ground truth. Note that the Fourier modes to the right of the black dashed curve were initially
zeroed out. Yet, we can recover the power within tens of percents in that region, even deep inside the
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Figure 3: Recovered power spectra of the 21-cm signal. Left: 2D power spectrum in (kj, k1 )-space
of the wedge-recovered sample in Fig.[2]at ¢t = 1 relative to the ground truth. Right: Spherical power
spectra. We generate 2000 wedge-recovered lightcone samples, compute their power spectra, and
plot the 95% confidence levels in blue. The red, green, and yellow curves show the power spectrum
of a single sample, the sample-averaged lightcone, and the wedge-filtered lightcone, respectively.

foreground wedge. The right panel of Fig. [3]shows the spherical power spectrum and highlights a key
feature of this generative model. Namely, we can compute a power spectrum for each of the 2000
generated samples and obtain a distribution as a function of spherical wavenumber & = (kf + k2)1/2,
This then enables us to set confidence intervals on the retrieved power spectrum (blue solid curves).
Our reconstructed power spectrum is within approximately 5% of the ground truth for all k values
considered. This is in contrast to the sample-averaged lightcone case (green dash-dotted curve in this
plot) and the wedge-filtered lightcone (yellow dotted curve).

4 Conclusions

We introduced a generative model designed to reconstruct 21-cm lightcones that were distorted due to
foreground-wedge filtering. Our approach leverages the framework of stochastic interpolants, where a
3D neural network is trained to represent a velocity field that transports wedge-filtered lightcones onto
wedge-recovered lightcones. This allowed us to sample from the distribution of wedge-recovered
lightcones conditioned on an input wedge-filtered lightcone. The results presented here indicate
that our model can recover a substantial portion of the lost data, both in image and Fourier space,
producing reconstructed lightcones and power spectra that closely resemble the original.
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