Abstract

We summarize and discuss new inference techniques for systems that are described by a simulator with an intractable likelihood function. The key idea is that additional information that characterizes the latent process can often be extracted from the simulator. It can then be used to augment the training data for neural surrogates of the likelihood function. These methods have been applied to problems in particle physics and astrophysics, and the initial results demonstrate their potential to improve sample efficiency and quality of inference.

1 Simulation-based inference

Phenomena across many domains of science are most accurately described by complicated computer simulations. These simulators typically implement a forward mode: given some model parameters $\theta$ as input, they generate potential outcomes or observations $x$, sampled from a probability density or likelihood function $x \sim p(x|\theta)$. Often the true values of these model parameters $\theta$ are not known, and the inverse problem of inferring the likely values of $\theta$ from measured values of the observables $x$ is an important goal. Both in a frequentist and a Bayesian setup, the central object for this inference task is the likelihood function, which can be schematically written as

$$p(x|\theta) = \int dz \ p(x, z|\theta). \quad (1)$$

Here we are integrating over all possible values of the latent variables $z$ that describe the generative process, and $p(x, z|\theta)$ is the joint probability density or joint likelihood function of observables and latent variables.

Realistic scientific simulators often involve a large number of latent variables, and the integral over such a high-dimensional space cannot be calculated explicitly (nor can it be sampled efficiently for a fixed $x$). The likelihood function is therefore intractable. This is a major challenge for scientific inference in fields ranging from particle physics to cosmology, epidemiology, genetics, and climate science.

Inference in this case requires simulation-based (or likelihood-free) inference techniques. Some approaches, including the well-known Approximate Bayesian Computation (ABC) technique [1, 2] as well as methods based on density estimation [3], rely on reducing the observations to low-dimensional summary statistics. Standard choices of these summary statistics discard information and reduce the power of a measurement. In another approach, neural networks are trained as surrogates for the likelihood, the likelihood ratio, or the posterior [4–30]. Usually these methods are agnostic about the latent process in the simulator and only use its output $x$ during training.
Here we review a recently proposed family of techniques that extracts more information from the simulator and uses this augmented data to train neural networks to either learn the likelihood or likelihood ratio function efficiently or to define powerful summary statistics that are statistically optimal in a well-defined approximation [31–34]. In Sec. 3 we point to software tools that automate this process. We then discuss the application of these ideas to various problems in Sec. 4. We conclude with a brief discussion of this approach in Sec. 5.

This submission reviews the ideas originally presented in Refs. [31–34] and presents an overview of the application of these ideas to the physical sciences [35–37]. It is intentionally kept brief, aiming for an “extended abstract” style. For a camera-ready version, we would expand it into a more typical paper form and add new, so far unpublished results demonstrating the power of these methods.

2 Algorithms

Extracting additional information from simulations. When running a simulator for model parameters $\theta$, it is often possible to extract and save two additional quantities, the joint likelihood ratio $r(x, z | \theta)$ and the joint score $t(x, z | \theta)$ defined as [31–33]

$$r(x, z | \theta) = \frac{p(x, z | \theta)}{p_{\text{ref}}(x, z)} \quad \text{and} \quad t(x, z | \theta) = \nabla_{\theta} \log p(x, z | \theta).$$

Both quantities depend on the latent variables that characterize a particular run of the simulator. The joint likelihood ratio quantifies how likely a particular simulation run (including all latent variables) is compared to a reference distribution $p_{\text{ref}}(x, z)$, while the joint score quantifies how much more or less likely it becomes under infinitesimal changes of the model parameters.

Efficiently learning the likelihood (ratio). The joint likelihood ratio and the joint score can then be used to construct certain loss functionals $L[g(x, \theta)]$, where the test function $g(x, \theta)$ is only a function of the observables $x$ and parameters $\theta$ (not of the latent variables $z$). It can be shown that these loss functionals are minimized by the likelihood function $\arg \min_{g} L[g(x, \theta)] = p(x | \theta)$ or the likelihood ratio function $\arg \min_{g} L[g(x, \theta)] = r(x | \theta) \equiv p(x | \theta) / p_{\text{ref}}(x)$, depending on the loss function [31–34]. This minimization is implemented through machine learning: a neural network implements the variational family $g(x, \theta)$, and the loss functional is numerically minimized through stochastic gradient descent. In this way the neural network learns an approximate version of the likelihood or likelihood ratio function, which are otherwise intractable! We demonstrate this trick in the top left panel of Fig. 1. After an upfront training phase it can be evaluated efficiently and provides the central ingredient to both frequentist [31–33] and Bayesian [30, 37] inference.

Learning locally optimal summary statistics. Alternatively, we can use the joint score to construct a loss functional $L[g(x)]$ that is minimized by the score [31–33], $\arg \min_{g} L[g(x)] = t(x | \theta_{\text{ref}}) \equiv \nabla_{\theta} \log p(x | \theta) |_{\theta_{\text{ref}}}$. In a parameter region close to the reference parameter point $\theta_{\text{ref}}$, the components of this vector are the sufficient statistics: reducing a high-dimensional measurement to this low-dimensional vector does not lose any information on the parameters of interest. A neural network trained by minimizing this loss therefore defines an optimal set of summary statistics for frequentist inference based on histograms or ABC [38].

The authors of Ref. [31] have used the metaphor of “mining gold” to describe the extraction of the joint likelihood ratio and joint score from the simulator: while it may require some effort to calculate, it can be very valuable for inference.

3 Automation and tools

General strategies. These inference techniques rely on the ability to calculate the joint likelihood ratio and joint score. This can generally be done in one of three ways [31]:

1. In some simulators, domain knowledge allows us to calculate these quantities manually, either by modifying the simulator code or by extracting the required information from existing simulator output. Often only some steps of the latent process depend on the parameters of interest, which can simplify this calculation substantially.
2. The calculation can be added to an existing simulator via a protocol such as PPX [39].

3. New simulators can be written within a probabilistic programming frameworks. In this case the joint likelihood ratio and joint score can be calculated automatically.

**MADMINER.** The MADMINER library [35] automates all steps of the discussed inference technique for particle physics processes that occur in the ATLAS and CMS experiments in the Large Hadron Collider. The calculation of the joint likelihood ratio and joint score is based on the specific structure of these processes. The library wraps around the particle physics simulators MADGRAPH5_AMC [40] and PYTHIA 8 [41], supporting almost any relevant high-energy physics scattering process and theories of new physics. It also supports the phenomenological detector simulation DELPHES 3 [42], though it is extendable to a full GEANT4-based detector simulation [43] as used by the ATLAS and CMS collaboration. MADMINER is under continuous development and has a growing user base.

**Automation for PYRO simulators.** As a proof of principle for the automatic computation of the joint likelihood ratio and joint score for general simulators, Ref. [44] provides a framework that calculates these quantities automatically for any simulator in which all stochastic steps are implemented with the PYRO library [45].

4 **Application to the physical sciences**

**Toy problems.** Reference [31] demonstrated these techniques in two toy problems, including the generalized Galton board and the Lotka-Volterra system of predator-prey dynamics [31]. It was found that using the joint likelihood ratio and joint score during training improves the sample efficiency.

**Particle physics.** The new techniques have been applied to a number of measurement problems in proton-proton collisions at the Large Hadron Collider, focusing on one of the most interesting problems in particle physics in the coming years: the precision measurement of Higgs boson properties and the search for subtle, “indirect” effects of new physics. The analyzed processes include Higgs production in the “weak boson fusion” mode with a decay into four leptons [32–34], the production of Higgs bosons together with W bosons [36], and Higgs production together with top quarks [35]. In all cases, the new methods were found to substantially improve the sensitivity to the parameters of interest compared to industry standard methods based on summary statistics, as we show top right and bottom left panels of Fig. 1. Ongoing projects use these methods to analyze CP violation in ttH production [46] as well as look for suppressed interference effects in Wγ production. After these phenomenological studies, members of the ATLAS collaboration are now in the process of implementing these techniques into an actual measurement based on real data. On the conceptual side, Ref. [47] compares the new inference techniques to the Matrix Element Method and the Optimal Observable technique, two domain-specific inference methods that also use information that characterizes the latent process.

**Cosmology and astrophysics.** The nature of dark matter is one of the most intriguing open questions of high-energy physics. Strong gravitational lensing — light patterns emitted from a background galaxy and bent by the gravitational field of another galaxy — will soon offer us a rare chance to search for the effects of the dark matter substructure, i.e. its distribution on small length scales, but teasing out this subtle effect is difficult. In Ref. [37] it was shown how the inference techniques discussed above make such an analysis possible. With this approach, the expected observations from upcoming surveys can be efficiently analyzed, promising the extraction of a maximal amount of information on population parameters describing dark matter substructure, as we demonstrate in the bottom right panel of Fig. 1.

**Other fields.** We are currently investigating problems from other fields for which these methods may be useful. One particularly interesting system is the simulation of epidemiological systems. Systems biology and climate science might also offer interesting applications.
Figure 1: **Top left**: Illustration of the new inference techniques in a particle physics problem, the measurement of new physics effects in the production of a Higgs boson with two top quarks. The likelihood ratio as the function of a one-dimensional observable (on the $x$ axis) is estimated. The dots show the joint likelihood ratio extracted from different runs of the simulator (the training data). The solid line shows the likelihood ratio estimated from the neural network. Figures taken from Ref. [35].

**Top right**: Performance in a particle physics problem, the measurement of new physics effects in the production of a Higgs boson in the “weak boson fusion” mode with a decay into four leptons. We consider a simplified scenario in which the true likelihood function is tractable. For different methods of likelihood ratio estimation, we show the error of the resulting estimate as a function of training sample size. The new algorithms (red, blue, green) substantially improve the sample efficiency compared to two baselines (grey and black dotted). Based on results in Refs. [32–34].

**Bottom left**: Performance in a particle physics problem, the measurement of new physics effects in the production of a Higgs boson with two top quarks. We show expected confidence limits in terms of two model parameters ($x$ and $y$ axis) based on a traditional histogram-based method (green), the optimal summary statistic defined through the new techniques presented here (blue), and likelihood ratio estimation with the new techniques (red). The new machine learning–based techniques lead to tighter exclusion limits, demonstrating an improvement in inference quality. Figures taken from Ref. [35].

**Bottom right**: Bayesian inference in an astrophysical problem, the measurement of dark matter substructure parameters based on observations of strong gravitational lensing. We show the expected posterior on the dark matter subhalo mass function (solid black) together with 68% and 95% credible intervals. The method faithfully recovers the true function used to generate the data (dotted black). Figure taken from Ref. [37].
5 Discussion

“Mining gold” — extracting additional quantities from a simulator that characterize the latent process, and using this information to train neural networks to learn the likelihood function — has the potential to improve scientific inference for many problems. Unlike traditional likelihood-free inference techniques, in particular ABC, it does not require to compress the data to ad-hoc summary statistics, avoiding the corresponding loss of information. After an upfront training phase, the evaluation of new observations is very efficient, amortizing the cost of inference. Compared to other techniques in which neural networks are trained to learn the likelihood or posterior, the extra information can improve the sample efficiency and thus improve the fidelity of the inference and/or reduce the computational cost. Since this approach focuses on the loss functionals and is agnostic about the model architecture, it is orthogonal to recent improvements in neural density estimators such as normalizing flows, and can easily be applied to these models.
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