Applying Bayesian Optimization to Understand Tradeoffs for Antireflective Optical Designs
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Abstract

Many modern optoelectronic applications, from photovoltaic panels to smartphone displays, require antireflection coating to perform. Recent research has shown the promise of random subwavelength structure at reducing reflection; however, experimentation on additive manufacturing techniques for building nanostructures is time consuming. Such circumstances may benefit from thorough numerical simulations prior to actual manufacturing. In this paper, we propose adapting a machine learning strategy, Bayesian optimization, to efficiently search the design space of nanostructures that can minimize reflection at different angles. We use this sample-efficient strategy to identify nanostructure designs which minimize both normal and unpolarized reflection, so that we can fabricate only the most promising configurations.

1 Introduction

Optoeletronic devices such as solar cells require the protective surface layer to have low light reflection in order to increase light absorption, thus achieving higher energy conversion efficiency [19]. Modern high performance displays in TVs, smartphones, and computers also desire low reflectance for wider viewing angles. In recent years, research efforts have been focused on constructing bioinspired nanostructured antireflective materials [18, 5, 14]. Extending on the analysis of glasswing butterfly wings [20, 8], this research focuses on studying glass with random subwavelength structures. These nanostructures can generate a gradual change of refractive index between air and materials, thus reducing reflectance while improving light transmission.

Many design decisions, including those regarding the shape and the density of these nanostructures, can impact the performance of these devices. The fabrication process for these devices is time-consuming; using nanosphere lithography for additive manufacturing, a single glass panel of 1 cm² surface area may require over 24 hours of fabrication time to print millions nanostructures on the surface. In practice, numerical simulations are often used first to search for the optimal design of the nanostructure cells to guide the physical fabrication.

We turn to active learning, specifically Bayesian optimization [2], to efficiently search for the optimal designs. In particular, we are interested in finding the set of Pareto optimal design choices, devices that can simultaneously minimize reflection at multiple angles of incidence. Our goal is to densely sample the Pareto efficient frontier to thoroughly expose the tradeoffs between different design decisions.
2 Background

Recent research has demonstrated nanowires and nanocones to be among the best subwavelength structures for antireflection [20, 6, 7]. We are particularly interested in studying the reflection behavior of randomly nanostructured glass; by increasing the number of design parameters, we wish to create devices with superior antireflective performance to those with uniform nanostructures. We use the Lumerical commercial implementation of the finite-difference time-domain (FDTD) method to model and simulate the optical reflection of the nanowire and nanocone structures on glass substrate [15]. Such numerical simulations can be run prior to the physical fabrication. We measure and optimize the reflectance of each device at two different angles of incidence: 1) normal reflection at 90° incident angle \( (R_n) \), and 2) unpolarized reflection at 65° \( (R_u) \).

![Figure 1: Schematic of simulated structures (a) and (b) show uniform and random nanowire structure, (c) and (d) show uniform and random nanocone structure on glass substrate, respectively. The unit cell and different design parameters of each structures are shown as well.](image)

In the uniform nanowire setting, we define three design parameters: the pitch size or box size in which each nanostructure exists \( (a) \), the length \( (L) \) and diameter \( (D) \) of nanowire. For random nanowire structures, we consider four nanowires per unit cell (in \( 2 \times 2 \) layout). Each cell has nine design parameters, including the pitch size \( (a) \), the length of each nanowire \( (L_i, i \in \{1, 2, 3, 4\}) \), and the diameters of each nanowire in the unit cell \( (D_i, i \in \{1, 2, 3, 4\}) \). Note that the pitch size is the same for all four nanowires in the unit cell. There are four parameters used for the uniform nanocone device: pitch size \( (a) \), length \( (L) \), top diameter \( D_{top,i} \), and bottom diameter \( D_{bot,i} \) of the nanocones. Random nanocone structures also have four nanocones per unit cell. Each unit has 13 parameters, including the pitch size \( (a) \), the length of each nanocone \( (L_i, i \in \{1, 2, 3, 4\}) \), the top diameters \( (D_{top,i}, i \in \{1, 2, 3, 4\}) \), and bottom diameters \( (D_{bot,i}, i \in \{1, 2, 3, 4\}) \) of each of the four nanocones in the cell. The schematic of each device is illustrated in Figure [1]

Additionally, we need to impose physical constraints on the design space. In the nanowire settings, we limit the diameter of each nanowire to be \( D_i \leq a \). In the nanocone settings, we also limit the bottom diameter of each cone to be \( D_{bot,i} \leq a \). Furthermore, we restrict the top diameter to be \( D_{top,i} \leq D_{bot,i} \), which preserves an upright, cone-shaped structure. Note that the design space of the nanocone structure is a subspace of that of nanowire structure.

We frame the search for the Pareto optimal designs as a multi-objective optimization problem that jointly minimizes the normal reflectance and unpolarized reflectance,

\[
\min_{x \in \mathcal{X}} R_n(x), R_u(x),
\]
where $X$ is the space of all viable choices of the design parameters (those that satisfy the constraints stated above). We limit $5 \leq a \leq 400$ and $5 \leq L_i \leq 800$, both in nanometers.

This optimization setting poses several problems. We have to optimize (1) using only evaluations from the numerical simulator, without any additional information such as gradients. With a larger design parameter space (as in the case of random nanowires setting), we need to efficiently search for the desirable designs of nanostructures. At the same time, we also wish to densely sample the Pareto efficient frontier. These requirements lead us to investigating Bayesian optimization approach.

## 3 Bayesian Optimization

Bayesian optimization is a sample efficient method for optimizing black-box objective functions. Standard Bayesian optimization consists of two components: a probabilistic model, to model the objective function $f$, and an acquisition function, to determine which parameters $x$ to sample next.

In a standard Bayesian optimization setting, the objective function $f$ is assumed to be a realization of a Gaussian process (GP) with mean function $\mu$ and a positive definite covariance kernel $K$, i.e., $f \sim \text{GP}(\mu, K)$ [17][1]. The mean and covariance functions are defined to have hyperparameters, such as length scales, which are learned through strategies such as maximum likelihood estimation. In all of our modeling, we assume our GPs to have $\mu \equiv 0$ and a $C^4$ Matérn kernel $K$ with independent length scales in each dimension. A Tikhonov regularization (noise variance) parameter is fixed to be $10^{-3}$, mainly to avoid ill-conditioning.

An acquisition function is a utility function that measures the value of sampling at different points within $X$, given the observed data. Acquisition functions balance the tradeoff between exploitation, suggesting parameters near where we have observed the best results so far, and exploration, suggesting parameters in regions where we have not sampled. After $n$ different input parameters have been tested, the $n$th probabilistic model can be created. The maximal argument of the acquisition function determines the next design parameters $x$.

### 3.1 Multiobjective Bayesian Optimization

We describe our adaptation of Bayesian optimization to efficiently search for the Pareto optimal set of design parameters. The strategy is derived from the $\epsilon$-constraint method [9]. We reformulate the multiobjective optimization problem (1) as two constrained scalar optimization problems:

$$\begin{align*}
\min_{x \in X} R_n(x), & \quad \text{s.t. } R_n(x) \geq \hat{R}_a, \\
\min_{x \in X} R_n(x), & \quad \text{s.t. } R_n(x) \geq \hat{R}_a,
\end{align*}$$

(2a) (2b)

where $\hat{R}_a$ and $\hat{R}_a$ are thresholds. By changing $\hat{R}_a$ and $\hat{R}_a$ throughout the optimization we can discover different sections of the Pareto efficient frontier.

In particular, we adapt techniques from the constrained Bayesian optimization literature [4][3]. After $k$ simulation runs have been observed, two independent GP models $s_{a,k}$ and $s_{u,k}$ are created for both normal reflectance and unpolarized reflectance. Using these models, an acquisition function is defined for each component of (3). This acquisition function is modified from the expected improvement [10] to account for the desire for viability. Considering, at first, only the solution to (2a), imposing the viability requires us to consider not only the distribution of $r_n \sim s_{n,k}(x)$ (a Gaussian distribution), but the joint distribution $r_n, r_u \sim s_{n,k}(x), s_{u,k}(x)$. The acquisition function would be defined as

$$a_{R_n,k}(x) = \mathbb{E}_{r_n, r_u \sim s_{n,k}(x), s_{u,k}(x)}[(\tilde{r}_{n,k} - r_n) I_{r_n \geq \hat{R}_n}],$$

(3)

where $\tilde{r}_{n,k}$ is the lowest $R_n$ value observed thus far, $(\xi)_+$ denotes $\max(\xi, 0)$, and $I_x$ is the indicator function. In other words, we are maximizing the expected improvement for viable points; points which do not satisfy the threshold contribute zero improvement.

Since our design parameter space $X$ has linear constraints, we employ a multistart quasi-Newton optimizer that can take in these constraints into consideration when optimizing the acquisition function, namely Sequential Least SQuare Programming (SLSQP) [11][13]. This ensures that all suggestions made by our algorithm are feasible. We also implement a hit-and-run sampling method for efficiently generating points within the constrained space for initializing the optimizer [21].

3
In the following section, we benchmark our multiobjective Bayesian optimization method against a popular multiobjective genetic algorithm NSGA-II (as natively implemented in Matlab) [16,12].

4 Experimental Insights

We show the comparison of our method against NSGA-II in Figure 2a on optimizing the random nanocone structure (13 design parameters) with a simulation budget of 500. We see that our MOBO method vastly outperforms NSGA-II. The performance of genetic algorithms is highly sensitive to the population size used. A small population size is susceptible to getting stuck in local minima; a large population size can find a more global optima, but it requires more generations to converge. We show the effect of population size in Figure 2b, for a fixed function evaluation budget of 500.

Figure 2: In panel (a), multiobjective Bayesian optimization versus Matlab NSGA-II on the random nanocone design optimization. Both optimization methods are run with 500 function evaluations. NSGA-II uses a population size of 25 and ran for 20 generations. In panel (b), results for NSGA-II with different population sizes and a fixed evaluation budget of 500 are shown.

Due to the limitation of modern fabrication strategies, we only compare the simulation results from uniform nanocones and uniform nanowires configurations, which can be more quickly and easily fabricated. From Figure 3a we observe that by searching a larger design space, we can drastically improve the reflection performance of the materials. In Figure 3b the Pareto optimal designs of nanocones completely dominate those of nanowires (which confirms that our method can efficiently search in a higher dimension in practice).

Figure 3: Simulation results for both uniform nanocone and nanowire structures. We ran our method for 500 function evaluations in all settings. In panel (b), we zoom in to inspect the Pareto-optimal results for each setting.
4.1 Discussion on fabrication limitation

With the current state of the art, it is impossible to fabricate exactly the results that are being explored through computational simulations. Conventional methods for texturing surfaces such as sand blasting, powder blasting, and acid etching are unable to create features with sub-wavelength resolution. There are currently some 3D printers that can print features down to 200 nm with a spacing of less than 400 nm between features, but the areas are limited to about 1 cm$^2$ and the time it would take to print such structures would be over 24 hours and prohibitive. There are a variety of patterning methods such as the use of nanospheres and dewetted metal, that can be used for creating better defined structures in the glass, though there are still issues with minimum feature size and the uniformity of such samples over large areas. We show one sample of nanocone structures fabricated using this method in Figure 4. We have also been working with maskless reactive ion etching methods which create structures with more randomness in features [8].

5 Conclusion

In this paper, we investigate optimizing the reflectance properties of nanostructured glass through numerical simulations, with the specific goal of quantifying the impact of permitting nonuniformity/randomness in the nanostructures. Our results confirm conjecture within the community that nanocones provide better broadband and omnidirectional antireflection. While there exists some gap between simulation results and current fabrication methods, these BO assisted simulations help provide valuable information with regards to where in the vast design space we should be striving to fabricate structures. As nanomanufacturing methods continue to improve, these results offer guidance with regards to how we can improve the performance of such structures.
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