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Abstract

Belief propagation (BP) and the Bethe approximation are two closely related concepts that both suffer from the existence of multiple fixed points (or stationary points). We propose a modification of BP, termed self-guided belief propagation (SBP), that incorporates the pairwise potentials only gradually; this essentially selects one specific fixed point and increases the accuracy without increasing the computational burden. We apply SBP to various models with Ising potentials and show that: (i) SBP is superior in terms of accuracy whenever BP converges, and (ii) SBP obtains a unique, stable, and accurate solution whenever BP does not converge.

1 Introduction

Probabilistic graphical models provide a general framework to represent high-dimensional distributions. Two fundamental problems that arise in this context are: computing the marginal distributions and evaluating the partition function. Both problems are NP-hard to solve for models that contain loops and thus require efficient approximation methods [3]. Belief propagation (BP) exploits the structure of the model in an efficient way but may fail to converge, or has its approximation accuracy suffer from the existence of multiple fixed points.

Over the years a fruitful connection between computer science and concepts from statistical physics emerged [22,13]. In particular, the relationship between fixed points of BP and stationary points of the Bethe free energy \( F_B \) led to a deeper understanding of the underlying properties [5,14]. This spurred the development of a whole class of algorithms that operate on \( F_B \) directly, including methods that aim to obtain or approximate [16,19,21] the global minimum of the (possibly non-convex) Bethe free energy. Besides being non-trivial to minimize, the global minimum of \( F_B \) may even be sub-optimal in terms of marginal accuracy [9]. This motivates the pursuit for methods that overcome these issues, enhance the convergence properties, and reliably provide accurate approximations [11,4].

In this work, we present self-guided belief propagation (SBP) that aims to fill this gap by building upon the observation that strong interactions reduce accuracy and deteriorate the convergence properties [8]. SBP first considers only local potentials (where BP is exact and has a unique solution) and subsequently modifies the model by increasing the pairwise potentials to the desired values. This deterministic sequence of models thus iteratively refines the Bethe approximation towards an accurate solution.
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We evaluate SBP for grid-graphs and random graphs with Ising potentials. Compared to BP, we observe superior performance in terms of accuracy in a fraction of runtime. SBP further excels for models where BP fails to converge and provides accurate marginals nonetheless.

2 Background

We consider a finite set of $N$ discrete random variables $X = \{X_1, \ldots, X_N\}$ that take values $x_i \in \mathcal{X} = \{-1, +1\}$. The graphical model $\mathcal{U} = (\mathcal{G}, \Psi)$ is then defined by a set of potentials $\Psi$ and by an undirected graph $\mathcal{G} = (\mathcal{X}, \mathcal{E})$, where the random variables are in a one-to-one correspondence with the nodes and where $\mathcal{E}$ is the set of edges. For each node $X_i \in \mathcal{X}$ we denote the set of neighbors by $\partial(i) = \{X_j \in \mathcal{X} : \{i, j\} \in \mathcal{E}\}$. In this work, we focus on pairwise models that play an important role in various scientific fields. We further assume that all possible configurations have non-zero probability, which admits an exponential factorization. Now, let the pairwise potentials $\Phi(x_i, x_j) = \exp(J_{ij}x_ix_j)$ be defined by the couplings $J_{ij} \in \mathbb{R}$ that are assigned to each edge, and the local potentials $\Phi(x_i) = \exp(\theta_ix_i)$ be defined by the fields $\theta_i \in \mathbb{R}$ that act on each variable. Then the joint distribution factorizes according to

$$P_X(x) = \frac{1}{Z} \prod_{(i,j) \in \mathcal{E}} \Phi(x_i, x_j) \prod_{X_i \in \mathcal{X}} \Phi(x_i) = \frac{1}{Z} \exp\left( \sum_{(i,j) \in \mathcal{E}} J_{ij}x_ix_j + \sum_{i=1}^N \theta_i x_i \right). \quad (1)$$

This particular model is known as Boltzmann machine in the machine learning community [21] or as Ising model in the physics literature. We distinguish two different types of interactions between random variables and call a model $\mathcal{U}$ attractive (or ferromagnetic) if all $J_{ij}$ are positive, and refer to it as general model (or spin glass) if it contains both positive and negative $J_{ij}$.

BP provides an iterative way to efficiently obtain the marginal distributions $P(x_i)$ and the partition function $Z$ for tree-structured graphs and to approximate these quantities for graphs that contain loops [10]. BP recursively exchanges messages between random variables according to

$$\mu_{ij}^{n+1}(x_j) \propto \sum_{x_i \in \mathcal{X}} \Phi(x_i, x_j) \Phi(x_i) \prod_{X_k \in \partial(i) \setminus X_j} \mu_k^n(x_i). \quad (2)$$

The set of messages $\mu^n$ contains the messages along all edges at iteration $n$; if all messages are converged we refer to the fixed point messages by $\mu^\infty$. Then the approximate marginals are computed by $P(x_i) = \frac{1}{Z} \prod_{X_k \in \partial(i)} \mu_k^\infty(x_i)$. The marginals further define the Bethe free energy $\mathcal{F}_B$ and the Bethe partition function $Z_B = \exp(-\mathcal{F}_B)$ (cf. [13]) that approximates the partition function $Z$.

3 Selecting an Accurate Fixed Point

BP often provides accurate results if it converges, but may also suffer from the existence of multiple fixed points of varying accuracy, which arise for models with loops that have sufficiently strong couplings. In this case the initial message values primarily determine to which fixed point BP will converge and thus play a crucial role in the overall performance. Unfortunately, the optimal initial values are model-dependent and are not known in general. Moreover, even if a set of fixed points is provided there is no way to tell which one has the most accurate marginals – even selecting the fixed point that minimizes $\mathcal{F}_B$ may be non-optimal [9]. We introduce an iterative approach that revokes the role of the initialization and avoids above drawbacks.

3.1 Self-Guided Belief Propagation (SBP)

Inspired by the recent observation that strong local potentials increase accuracy and lead to better convergence properties [8], we aim to reduce the influence of the pairwise potentials that negatively influence BP. SBP starts from a simple model with independent random variables and slowly incorporates the potentials’ strength, i.e., it solves the simple problem first and – by repetitive application of BP, keeps track of the fixed point as the interaction strength is increased by a scaling term.

In other words, SBP relaxes the problem of minimizing $\mathcal{F}_B$ by making all variables independent (and the Bethe approximation exact). Then, the problem is deformed into the original one by increasing $\zeta$ from zero to one. Thereby, a stationary point $\mathcal{F}_B^\zeta$ emerges as a well-behaved path and SBP keeps
We apply SBP to attractive and general models on graphical models \( \{ \mathcal{U}_m \} \) that converges to the model of interest \( \mathcal{U}_M = \mathcal{U} \). Every model has a set of potentials \( \Psi_m = \{ \Phi_m(x_i, x_j), \Phi_m(x_i) \} \) associated, where \( \Phi_m(x_i) = \Phi(x_i) \) and the pairwise potentials at index \( m \) are exponentially scaled by \( \Phi_m(x_i, x_j) = \exp(j_{ij} \zeta_m x_i x_j) = \Phi(x_i, x_j) \zeta_m \).

We further denote the fixed points of BP for \( \mathcal{U}_m \) by \( \mu_m \). SBP provides a favorable initialization for every model \( \mathcal{U}_m \) by the preceding fixed point \( \mu_{m-1} \).

This may lead to problems if the fixed point becomes unstable for some value \( m < M \), in which case we cannot rely on BP to keep track of the fixed point anymore. Instead, SBP provides the last stable fixed point in that case, i.e., \( \mu_{m-1} \) as the final estimate. The path-tracking community breaks down such problems into three key steps: prediction, correction, and step-size adaption (cf. [1]). While the implementation details of these steps may influence the performance, we have found in our experiments that the overall efficiency of SBP remains largely unaffected.

We illustrate how SBP approximates the marginals for a problem where BP fails to converge in Fig. 1. Initially SBP obtains the marginals for \( \zeta = 0 \) and then estimates the marginals of the desired problem by successively increasing \( \zeta \) and running BP to keep track of the emerging solution path.

4 Experiments

We apply SBP to attractive and general models on 10 × 10 grid graphs, and on complete and random graphs with \( N = 10 \) variables. These graphs are considered in order to render the computation of the exact marginals feasible and to make the results comparable to previous work [20, 17, 12]. We evaluate SBP and compare it to BP and BP\(_D\) (BP with damping) [15] by the mean squared error (MSE) between the approximate marginals \( \hat{P}(x_i) \) and the exact marginals \( P(x_i) \). We further compare the runtime by counting the overall number of BP iterations.

For BP and SBP we set the maximum number of iterations to \( N_{BP} = 10^3 \) and use random message scheduling. For BP\(_D\) we choose a large damping factor \( \epsilon = 0.9 \) in order to prioritize convergence over runtime and therefore increase the maximum number of iterations to \( N_{BP} = 10^4 \). The initial messages are randomly initialized 100 times for each model, before applying BP (and BP\(_D\)). We consider BP (and BP\(_D\)) as converged for a model if at least a single message initialization (out of 100) exists for which BP converges. The reported error (MSE) and the number of iterations are averaged over all convergent runs of BP and BP\(_D\) while all runs that did not converge are discarded. SBP, on the other hand, always provides an approximation, even if the terminal fixed point is unstable.

Note that the solution space of models with identical parameters \( j_{ij} = J \) for all edges and \( \theta_i = \theta \) for all nodes is well-structured for and specifically suits the application of SBP. In particular, the global minimum of the Bethe free energy provides the most accurate marginals (cf. [9, Lm.1]) and is continuously deformed under \( \zeta \) [7]. Thus, SBP is guaranteed to capture the global minimum and find the most accurate marginals in this setting. We will now empirically evaluate how this behavior extends to models with arbitrary random potentials.
We introduced an iterative algorithm that modifies belief propagation so that it converges towards accurate fixed points: self-guided belief propagation (SBP) is a simple and robust method that

**Attractive models:** We generate $L = 100$ models for every value of $\beta \in \{0, 0.5, \ldots, 5\}$ and sample the parameters according to $\theta_i \sim \mathcal{U}(-0.5, 0.5)$ and $J_{ij} \sim \mathcal{U}(0, \beta)$; i.e., overall we consider 1100 different models for each graph-structure. Note that BP is randomly initialized 100 times for every considered model. We compute the MSE for every value of $\beta$ and visualize the mean and the standard deviation of the MSE as well as the number of iterations in Fig. 2a.

BP (magenta) converges rapidly for all graphs considered; hence, there is no additional benefit for BP$_D$ (green) that only increases the number of iterations. SBP (blue) slightly increases the number of iterations as compared to BP but converges in fewer iterations than BP$_D$. We empirically observe that SBP consistently outperforms BP with respect to accuracy, specifically for models with strong couplings. These models exhibit multiple stable fixed points [7] such that, depending on the initialization, BP often converges to inaccurate fixed points.

**General models:** General models admit frustrated cycles and traditionally pose problems for BP and other methods that aim to minimize $\mathcal{F}_G$. For every $\beta \in \{0, 0.5, \ldots, 5\}$ we consider $L = 100$ models and consider $\theta_i \sim \mathcal{U}(-0.5, 0.5)$ and $J_{ij} \sim \mathcal{U}(-\beta, \beta)$ . We restrict the results to $\beta \leq 2$ on the grid graph because BP failed to converge for models with stronger couplings. Even for models where BP converged, SBP requires only slightly more iterations than BP and fewer than BP$_D$. Again SBP (blue) outperforms BP (magenta) and BP$_D$ (green) on all graphs with respect to accuracy.

**5 Discussion**

We introduced an iterative algorithm that modifies belief propagation so that it converges towards accurate fixed points: self-guided belief propagation (SBP) is a simple and robust method that
gradually accounts for the pairwise potentials and guides itself towards a unique, stable and accurate solution.

Our empirical analysis demonstrates that SBP consistently improves the accuracy and provides more accurate marginals than BP for both attractive and general models. Moreover, SBP allows to approximate the marginals well on graphical models for which BP does not converge at all.
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